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RESUMEN DE LA TESIS PARA OPTAR
AL GRADO DE MAGISTER EN

CIENCIAS DE LA INGENIERÍA, MENCIÓN ELÉCTRICA

POR: DIEGO SALVADOR JOSÉ MANUEL
GALLARDO VIVES
FECHA: 2024

PROF. GUÍA: RICARDO FINGER CAMUS

DESARROLLO Y CARACTERIZACIÓN DE UN ARREGLO DE ANTENAS
2D, DE 700 A 2600 MHZ, PARA LA ESTIMACIÓN DE LA DIRECCIÓN DE

ARRIBO (DOA) EN EL DOMINIO DE LA FRECUENCIA

Esta tesis presenta el desarrollo de RadioVision, un sistema receptor de 4×4 antenas para
la estimación en tiempo real de direcciones de arribo (DoAs) de fuentes de radiofrecuencia
(RF) en el rango de 700–2600 MHz, con una implementación novedosa del algoritmo U-
ESPRIT 2D en el dominio de frecuencias. RadioVision combina un front-end analógico con
un receptor heterodino de 70 MHz de ancho de banda de frecuencia intermedia, y un back-end
digital con 16 ADCs operando a 140 MSPS y una FPGA para el procesamiento de señales en
tiempo real, incluyendo transformadas rápidas de Fourier (FFTs) y la estimación de DoAs.
Este enfoque reduce la cantidad de ADCs necesarios y permite el filtrado de bandas para
suprimir interferencias indeseadas.

RadioVision incorpora una cámara de video para crear una pantalla de realidad aumen-
tada, superponiendo marcadores en las fuentes de RF detectadas, lo que proporciona una
visualización en tiempo real. Las pruebas realizadas arrojaron un error cuadrático medio de
DoA de 3.12◦ en zonas rurales, y de 4.63◦ y 5.76◦ en zonas urbanas complejas, validando la
efectividad del algoritmo U-ESPRIT 2D y demostrando la viabilidad de la localización de
fuentes RF en condiciones reales.
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RECEIVER ARRAY, FOR THE ESTIMATION OF DIRECTION OF

ARRIVAL (DOA) IN THE FREQUENCY DOMAIN

This thesis presents the design, construction, and testing of RadioVision, a 4× 4 antenna
array receiver for the real-time direction of arrival (DoA) estimation of radiofrequency (RF)
sources within the 700–2600 MHz range. The system features a novel implementation of the
2D U-ESPRIT algorithm in the frequency domain, leveraging a heterodyne receiver with a
70 MHz intermediate frequency bandwidth and a digital back-end with 16 ADCs operating
at 140 MSPS. Processing is handled by an FPGA, enabling Fast Fourier Transforms (FFTs)
and DoA estimations, reducing ADC requirements, and allowing frequency band filtering to
suppress unwanted interference.

RadioVision also integrates an augmented reality display that overlays markers on detected
RF sources using a video camera, giving real-time visual feedback. Tested in both rural and
urban environments, the system achieved a mean squared DoA error of 3.12◦ at 80–180
meters in rural settings, and 4.63◦ and 5.76◦ at 10–60 meters in urban areas. These results
validate the effectiveness of the frequency-domain U-ESPRIT 2D algorithm and demonstrate
the feasibility of real-time RF source localization in complex environments.
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Chapter 1

Introduction

1.1 Motivation

Mobile phones are among the most commonly used objects in daily life. According to a
report by eMarketer, people spend an average of approximately four hours a day on their
phones [1]. Additionally, GSMA statistics indicate that 67% of the global population owns
a mobile phone [2]. Given these figures, there is a high probability that if we approached a
random person, they would have a mobile phone with them.

RadioVision is a project being developed at the Millimeter Wave Laboratory (MWL) of the
Universidad de Chile, aimed at locating mobile phones. This technology could be invaluable
for locating individuals during emergencies, such as earthquakes or avalanches. It could also
be used to confiscate phones in areas where their use is prohibited, such as prisons.

In its early stages around 2018, RadioVision operated with a 4 × 4 antenna array that
functioned as a phased array, scanning the field of view for mobile phones, as shown in
Figure 1.1. The resulting radiation map generated from this scan was then superimposed
onto an image captured by an optical camera, integrated at the center of the array, creating
an augmented reality view, as illustrated in panel (b) of the figure.

The system depicted in Figure 1.1 had two main limitations. First, due to the inherent
nature of phased arrays, the resolution for locating phones was limited to around 20◦ at
best, regardless of the system’s signal-to-noise ratio (SNR), as the beam’s size determines
the resolution. Second, with the setup used at that time, which consisted of programmable
phase shifters and a Raspberry Pi, it took over a second to form the radiation map since
the beam had to scan the entire space, as illustrated in Figure 1.2. This delay made the
system incapable of detecting phone beacons, which last around 1 ms and are crucial for
applications like locating people in disasters. Due to these significant shortcomings, we
decided to investigate the implementation of Direction of Arrival (DoA) estimation techniques
and their integration into faster digital systems, such as Field Programmable Gate Arrays
(FPGAs).
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CHAPTER 1. INTRODUCTION

(a) (b)

Figure 1.1: (a) Preliminary version of RadioVision’s antenna array integrated with an optical camera. (b)
An electromagnetic image is superimposed on the corresponding optical image.
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Figure 1.2: Illustration of a phased array scanning the environment with its synthesized beam, highlighting
its limitations in detecting a cellphone beacon. (a) Position of the beam at t1. (b) Position of the beam at
a later time t2, emphasizing the delay that may cause the system to miss the brief signal emitted by the
cellphone beacon.

1.2 DoA Estimation methods

DoA estimation using antenna arrays is used in many applications, such as mobile telecom-
munications, radar, and object tracking [3, 4, 5]. While there are several algorithms for DoA
estimation, such as MUSIC [6], ESPRIT [7], U-ESPRIT [8], and U-ESPRIT 2D [9], most have
only been validated through simulations, and may not perform well in real-life scenarios. In
these situations, DoA estimation algorithms must address several challenges. These include
the non-zero bandwidth of signals and potential imbalances in phase and amplitude caused
by imperfections in antennas and receivers. Furthermore, the algorithms must achieve high
computing speeds for real-time applications and address external propagation issues, such as
interference from other sources -especially base stations- and multipath effects resulting from
signal reflections and scattering.

The initial method utilized for source localization using antenna arrays was the Bartlett
beamformer, a technique dating back to the Second World War. This method is used in the

2



1.2. DOA ESTIMATION METHODS

2018 version of RadioVision and involves an electronic sweep across the entire field of view to
identify the direction of maximum power reception, which indicates the likely location of the
source [10, 11]. Over time, the Bartlett beamformer has evolved into what is now recognized
as the adaptive beamformer [12], offering improved functionality. While Bartlett beamformer
is widely applicable and easy to understand, it has significant limitations. Notably, its
precision is contingent on the size of the antenna array, irrespective of factors such as the
SNR or the temporal data collection process [4]. Due to these shortcomings, subspace-based
methods emerged, such as MUSIC, ESPRIT, and U-ESPRIT 2D. One of the most significant
advantages of these methods is that the array size does not limit the resolution, provided the
data collection and the SNR are sufficiently large.

Sub-space methods have demonstrated remarkable performance over the years, achieving
simulated source localization accuracy of less than one degree, even with signal-to-noise ratios
less than 0 dB and antenna array sizes as small as 4λ [9]. However, much of the research
on these methods has focused on numerical simulations that exclude significant effects from
reality. For example, the impact of floor reflections is typically excluded, which can be
problematic in any application where the antenna array is not located on a high-rise tower.
Moreover, ground reflections can be particularly troublesome in algorithms that estimate the
number of sources [13, 14, 15, 16]. Another problem that must be solved is the presence of
multiple unwanted sources, such as mobile telephone base stations. Indeed, most algorithms
limit the number of sources for which the direction of arrival can be determined. For instance,
if we have a one-dimensional array of N antennas, MUSIC and ESPRIT can determine only
N − 1 sources. If d interferers are also considered, this number decreases to N − 1 − d. In
this sense, a base station with multiple incoherent emitters (d ≥ N − 1, for example) can
completely ruin the detection capability of sub-space methods. One last challenge arises
from phase and amplitude imbalances presented in the non-zero bandwidth of the receiving
system. When implementing sub-space algorithms in the time domain, as commonly done
in the literature [6, 7, 8, 9, 17, 18, 19, 20, 21], calibrating these errors may necessitate the
use of finite impulse response filters, adding complexity to both model design and resource
utilization.

Although there are studies that have sought to experimentally verify subspace algo-
rithms [18, 19, 20, 21], these have been conducted in controlled laboratory environments
and do not explore realistic situations involving large distances in the open field, obstacles
such as trees and buildings, and the presence of interference. Furthermore, the studies cited
in [18, 19, 20, 21] only validate the subspace algorithms on the horizontal axis, failing to
address the vertical axis, which presents challenges due to ground reflections.

Given the challenges and limitations of existing methods, we implemented subspace meth-
ods in the frequency domain. Although the theoretical step from time to frequency domain
is known, it has not been considered until now due to the higher computational cost and
slowness in the Fast Fourier Transform (FFT) calculation. However, technological advances
have made possible to calculate the FFT in real time using FPGAs. This implementation
offers several advantages, including the elimination of half of the ADCs necessary to form I-Q
inputs (or the elimination of Direct Digital Synthesizers (DDS) otherwise), the calibration
of amplitude and phase imbalances across the entire frequency range, the identification and
flagging of unwanted frequency bands, and, if the modulation type allows it, the precise cal-
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Table 1.1: Cell phone bands tendered in Chile. UL: up-link, DL: down-link, BW: bandwidth.

Band UL (MHz) DL (MHz) UL BW (MHz)
28 APT (LTE) 703–748 758–803 45
5 CLR (UMTS) 824–849 869–894 25
8 E-GSM (UMTS) 902–912 947–957 10
10 AWS (LTE) 1710–1770 2110–2170 60
2 PCS (LTE) 1850-1910 1930–1990 60
7 IMT-E (LTE) 2505–2565 2625–2685 60

culation of the carrier frequency, which could lead to a better estimation of the DoAs. This
proposed solution is a significant step forward in the field of DoA estimation, addressing
fundamental challenges and opening up new possibilities for real-time applications.

1.3 System Description

The primary objective of this thesis is to design, implement, and characterize the performance
of RadioVision: a system that implements the frequency domain version of U-ESPRIT 2D
and is capable of locating multiple narrowband (≤ 70 MHz) radio sources distributed across a
wide range of frequencies (700–2600 MHz). To demonstrate the effectiveness and practicality
of the proposed system, we conducted experiments using cell phones. The UMTS and LTE
frequency bands we considered to validate RadioVision are those tendered in Chile, as shown
in Table 1.1.

While the proposed system has applications in various fields, we are particularly interested
in locating cell phones in diverse scenarios -stationary or moving, open fields or behind walls-
and in various operation modes -texting, calling, or stand-by-. To achieve this, RadioVision
performs rapid DoA estimation calculations with sub-millisecond response times, aligning
with the beacon duration of cell phones. Additionally, since cell phones frequently switch
between operation bands, the system must be able to switch between different bands quickly.
This section provides a brief overview of the components that constitute RadioVision and
are essential for rapid cell phone detection in such situations. For detailed descriptions of
RadioVision’s hardware and software, please refer to Chapters 4 and 5.

A simplified schematic of RadioVision is shown in Fig. 1.3. The system features a 4 × 4
antenna array designed to receive phone signals, ensuring coverage of all the up-links (UL)
detailed in Table 1.1. The signals are then amplified and down-converted to baseband using
Double SideBand (DSB) mixers and anti-aliasing filters. We can select sub-bands from Ta-
ble 1.1 by varying the local oscillator (LO). To calculate the phones’ DoAs in real time, the
instrument incorporates a ROACH-2 platform (Reconfigurable Open Architecture Comput-
ing Hardware) developed by the CASPER group (Collaboration for Astronomy Signal Pro-
cessing and Electronics Research). The board’s key components include the Xilinx Virtex-6
XC6VSX475T FPGA and 16 HMCAD1511 ADCs with a sampling rate of 140 MSPS. The
samples collected by the ADCs pass through Polyphase Filter Banks (PFBs) and FFT cal-
culators implemented in the FPGA, allowing real-time spectra calculation.
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Figure 1.3: Simplified schematic of RadioVision. For example, we consider two cell phones in the UL range
of 703–748 MHz and a base station in the DL range of 758–803 MHz. The variable LO allows us to select
the frequency bands from Table 1.1. In this example, we set the LO at 700 MHz.

On the one hand, implementing PFBs helps to avoid spectral leakage and scalloping.
Figure 1.3 illustrates a situation in which it could be advantageous to prevent leakage by
implementing PFBs, where two phones with FDMA modulation have very close frequencies
(710 and 715 MHz). If phone #1 is significantly more powerful than phone #2 (which could
happen if one phone is much closer to the array than another or if signals from one phone
must pass through obstacles), the leakage of phone #1 can drown out phone #2, thereby
altering its estimated location, or even wholly discarding its consideration in the source
number estimation. By implementing PFBs, this leakage is prevented. On the other hand,
implementing the FFT offers all the advantages mentioned in Section 1.2, i.e., amplitude and
phase imbalance calibration, flagging, and frequency calculation (if necessary). For example,
Fig. 1.3 shows that placing the LO at 700 MHz causes the base station from the 758–803 MHz
down-link (DL) to appear in the intermediate frequency (IF). Additionally, interference in the
lower sideband below 700 MHz prevents us from lowering the LO further. Since base stations
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have multiple incoherent emitters, their presence could completely ruin the performance of
U-ESPRIT 2D in the time domain. However, by implementing the FFT, we can flag (filter)
those channels to prevent them from disturbing the algorithm.

After calculating the DoAs, we display the positions as markers on an optical image taken
with a camera located at the array’s center. This approach makes RadioVision easier to
operate and debug. Furthermore, with this approach, we can conduct tests with moving
sources and compare the estimated DoAs with the actual positions after obtaining the latter
with the camera recording. In this manner, the integration with the camera allows us to
evaluate RadioVision’s performance in multiple source positions, in contrast to what is done
in [18, 19, 20, 21], which keeps the sources in fixed positions.

1.4 Objectives

1.4.1 General Objective

The primary objective of this thesis is to design, implement, and characterize the performance
of a system intended to locate mobile phones.

1.4.2 Specific Objectives

1) Integrate a 4 × 4 antenna array that operates without phase ambiguities across the
700–2600 MHz range, a 16-channel receiver with an RF bandwidth of 700–2600 MHz
and an IF bandwidth of 0–70 MHz, and the ROACH-2 platform into a portable device.

2) Implement the U-ESPRIT 2D algorithm in the frequency domain on the ROACH-2
platform.

3) Measure the amplitude and phase response of the receiver across all bands listed in
Table 1.1 for calibration in the digital system.

4) Develop a Python software program to manage all processes necessary for operating
RadioVision, which includes:

z Configuring the FPGA, monitoring its status, and loading calibration registers.

z Receiving data from the FPGA and computing DoAs.

z Applying post-processing techniques to the DoAs.

z Forming the augmented reality image.

5) Validate RadioVision’s performance with mobile phones, aiming for an accuracy of
under 5◦ in phone localization in two angular dimensions.

1.5 Hypothesis

DoA estimation methods can achieve localization accuracies of approximately 5 degrees,
regardless of the array size, as long as the SNR and data accumulation are sufficiently high.
Moreover, implementing these methods in the frequency domain offers several advantages,
such as flagging base stations, reducing hardware requirements and computational costs, and
facilitating the receiver’s calibration of amplitude and phase imbalances. Finally, deploying

6
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these techniques on an FPGA can result in computation times of less than 1 ms, which is
fast enough to localize cellphone beacons accurately.

In conclusion, incorporating a frequency-domain DoA estimation method, such as U-
ESPRIT 2D, on an FPGA can significantly enhance the performance of RadioVision, making
it suitable for practical, real-world applications beyond laboratory settings.

1.6 Thesis Outline

The rest of the document is organized as follows.

z Chapter 2: Theoretical Framework This chapter reviews the theoretical back-
ground necessary for completing this thesis. It focuses on the principles behind each
component of RadioVision and discusses various DoA estimation methods.

z Chapter 3: Signal Model and Application of the FFT in the Time Domain
We present the mathematical model and foundation of the U-ESPRIT 2D algorithm
applied to the frequency domain.

z Chapter 4: Hardware Design This chapter details the hardware design, implemen-
tation, and measurement processes. It also includes several practical considerations
that influenced the implementation.

z Chapter 5: Software Design The software design is presented in this chapter.

z Chapter 6: Field Measurement Tests This chapter presents the RadioVision mea-
surements. Experiments were conducted using continuous wave sources and cell phones
in call mode. Additionally, the experiments were carried out under various environ-
mental conditions.

z Chapter 7: Conclusions In this chapter, we summarize the main characteristics of
RadioVision. Specifically, we compare the results achieved with the proposed objec-
tives. We also highlight aspects not covered in this work and suggest them for future
research.

7



Chapter 2

Theoretical Framework

This work applies and extends the Direction of Arrival estimation methods referenced in [6,
7, 8, 9]. Implementing these methods in an analog-digital system requires antenna arrays
and microwave systems expertise. This chapter outlines the fundamental concepts necessary
to understand these fields, extensively utilized throughout the thesis.

We start in Section 2.1 by presenting the notation used throughout the thesis. In Sec-
tion 2.2, we review antenna arrays and microwave receivers, which form the analog compo-
nent of RadioVision. Finally, Section 2.3 introduces the DoA estimation methods from [6, 7],
which serve as the foundation for the method developed in this thesis. A solid understanding
of linear algebra is essential for grasping DoA estimation methods. For those interested, a
detailed overview of linear algebra concepts can be found in Appendix A.

2.1 Notation

First, we introduce the notation used throughout the thesis to make the presentation as
straightforward as possible. Uppercase boldface characters refer to matrices, while lowercase
boldface characters refer to vectors. We use (A)mn to denote the (m,n)-th entry of the
matrix A, (a)m to denote the m-th entry of the vector a, and we start the numbering
with m = 0 and n = 0 (i.e., (A)00 is the element in the first row and the first column
of the matrix A, while (a)0 is the first element of the vector a). The notation AT , A∗

and AH denote, respectively, the transpose, the conjugate, and the transpose conjugate
of A. If we have the M × 1 vectors a0 = [a00 a10 ... aM−1,0]T , a1 = [a01 a11 ... aM−1,1]T ,

..., aN−1 = [a0,N−1 a1,N−1 ... aM−1,N−1]T , and the N × 1 vectors x0 = [a00 a01 ... a0,N−1]T ,

x1 = [a10 a11 ... a1,N−1]T , ..., xM = [aM−1,0 aM−1,1 ... aM−1,N−1]T , we can express an M ×N
matrix A with elements (A)mn = amn as

A =


a00 a01 ... a0,N−1

a10 a11 ... a1,N−1
...

... ...
...

aM−1,0 aM−1,1 ... aM−1,N−1

 , (2.1)

8
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or

A =
[

a0 a1 ... aN−1

]
, (2.2)

or

A =


xT0
xT1
...

xTM−1

 . (2.3)

We use j =
√
−1 to represent imaginary numbers, R{x} and I{x} to denote the real and

imaginary parts of the complex number x, and ⊗ to denote the Kronecker product. Finally,
some valuable matrices used throughout the thesis are IN , which represents the N × N
identity matrix, ΠN , which is the N ×N exchange matrix with ones in its antidiagonal and
zeros elsewhere, 0 = [0 0 ... 0]T , which is the zero-vector whose dimension can be deduced
from context, and O, which represents the matrix filled with 0s whose dimensions can be
deduced from context.

2.2 Antenna Arrays and Microwave Receivers

2.2.1 Antenna Arrays

An antenna array consists of two or more antennas positioned at specific points in space.
Technically, a group of antennas qualifies as an array only when their radiation patterns
overlap in the far field. Although different antennas can be used, the typical approach is to
use identical antennas arranged in a planar grid with fixed and equal spacing between them.
In this thesis, we focus solely on arrays of identical antennas that are uniformly excited and
placed at equal intervals.

This section analyzes the one-dimensional (1D) case, known as Uniform Linear Arrays
(ULA). The extension from 1D to two-dimensional (2D) arrays is straightforward, and readers
interested in this topic can refer to the works in [10, 11].

It is important to emphasize that while our primary focus is on signal reception -specifically
within the context of RadioVision- the analysis followed is equally applicable to signal trans-
mission. This equivalence arises from the reciprocity theorem, which ensures the symmetrical
behavior of electromagnetic waves during transmission and reception in passive, linear, and
time-invariant systems [10, 11].

2.2.1.1 Uniform and Linear Antenna Arrays (ULA)

The impressive capabilities of antenna arrays arise from the fact that incoming waves reach
each antenna with different phases, as shown in Figure 2.1.
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d
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(P −
1)∆

(a)
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#4

... (#p)

#P − 1p× ϕ = ω
0c p∆

(b)

Figure 2.1: Illustration of a ULA consisting of P = 7 antennas with spacing d = λ. (a) Transient state,
where the incoming wavefront has only reached antenna #0. (b) Steady-state scenario, where all antennas
are continuously receiving the signal.

Consider an array of P antennas, labeled from #0 to #P−1, separated by a distance d (as
depicted in Figure 2.1). Suppose a quasi-monochromatic wave with frequency ω0 impinges on
the array at an angle θ relative to the array’s normal. As panel (a) illustrates, the wavefront
first reaches antenna #0. After traveling a distance ∆, it subsequently reaches antenna #1.
It continues this pattern, reaching antenna #2 after traveling 2∆, and so on, until it arrives
at antenna #P − 1 after traveling a total distance of (P − 1)∆.

In the steady state scenario shown in panel (b), the signal received by antenna #p expe-
riences a phase shift of p× ϕ relative to the reference antenna #0, where ϕ is given by

ϕ =
ω0∆

c
=
ω0d sin(θ)

c
=

2πd sin(θ)

λ
, (2.4)

being c the speed of light, λ the wavelength associated with ω0, and we have derived ∆ =
d sin θ from the geometric configuration shown in the figure. Note that the phase difference
between every pair of consecutive antennas is ϕ.

The phase shifts between antennas allow antenna arrays to achieve remarkable capabilities.
For example, if the array is designed to avoid phase ambiguities (d < λ/2) [22], each direction
of arrival θ can be uniquely identified by the phase shift between consecutive antennas,
ϕ = ω0d sin θ/c. Therefore, by measuring the phase shift ϕ, the direction of arrival θ can be
determined through the following expression:
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#0
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... (#p)

#P − 1

Phase shifters

0◦

180◦

0◦

180◦

0◦

180◦

0◦

OutputOutputOutputOutputOutputOutputOutput

p× ϕ = ω
0c p∆

Figure 2.2: Beamformer example where the phase shift introduced by the p-th phase shifter is given by
ζp = (1− (−1)p)× 90◦.

θ = sin−1

(
cϕ

ω0d

)
. (2.5)

As another example, we can connect phase shifters to the output of each receiver from
Figure 2.1 and then sum the signals from all outputs, forming the system shown in Figure 2.2.
In this system, the phase shifter connected to the p-th antenna introduces a phase shift
denoted as ζp. This setup, known as a beamformer, produces a single output, enabling the
entire array to function as a single-output antenna with a unique radiation pattern.

Given a fixed set of phase shifts {ζp}P−1
p=0 , we can measure the total power at the single

output for each angle of incidence θ ∈ [−π, π] in order to create the radiation pattern.
However, as can be seen from Figure 2.3, the phase difference between every pair of antennas
is the same for θ and 180◦− θ. This indicates the presence of phase ambiguities for each pair
of angles θ and 180◦ − θ when measured in relation to any direction perpendicular to the
line of the array’s formation. This phenomenon is also evident in 2D antenna arrays, where
phase ambiguity between two angles occurs with respect to the direction perpendicular to
the plane in which the array is formed.

To address this issue, it is common practice to place a reflecting plane on one side of the
antenna array. This approach offers two advantages: first, it helps eliminate phase ambiguity
when the array is used in localization applications; second, it allows us to position electronics
-such as amplification, mixing, and filtering- behind the reflecting plane without affecting the
radiative characteristics of the antenna array.

To obtain a mathematical description, we must recognize that beamformers involve wave
interference. Since we are adding P waves of the form cos (ω0t+ pϕ+ ζp), with p = 0, 1, ...,
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θ

d

n̂

Figure 2.3: Example of a one-dimensional array that shows the phase ambiguity between each pair of angles
θ and 180◦ − θ. As can be seen, the phase difference between every pair of antennas is the same for θ and
180◦ − θ.

P − 1, the best way to analyze their interference is through the complex sum

S(t) =
P−1∑
p=0

ej(ω0t+pϕ+ζp), (2.6)

and then, the beamformer’s output is given by R{S(t)}.

Notice that the maximum of S(t) is achieved only when all waves are in phase. If we
initially ignore the phase shifters (i.e., assume they are all set to zero), this condition occurs
when

ϕ = ±2πm⇔ 2π∆

λ
= ±2πm

⇔∆ = ±mλ⇔ θ = ± sin−1

(
λm

d

)
.

(2.7)

Equation (2.7) indicates that a maximum of S(t) occurs only when the path difference ∆
for the signals impinging at an angle θ fits an integer multiple of the wavelength. For d = λ,
illustrated in Figure 2.2, a full wavelength fits between the antennas along the array line (i.e.,
when θ = ±90◦), resulting in a maximum of S(t) at θ = ±90◦. Since the phase shifters are

12
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turned off, a signal impinging normally on the array at θ = 0◦ also arrives in phase at all
antennas, producing another maximum in S(t).

The radiation pattern considering ζp = 0 is shown in Figure 2.4(a) 1. This pattern exhibits
three main lobes, with maxima at θ = 0◦, θ = 90◦, and θ = −90◦. The lobe at θ = 0◦ depends
only on the fact that ζp = 0, while the other lobes are determined by the array spacing, as
derived in (2.7). These additional lobes are called grating lobes because they depend on the
array’s grating.

0°

30°

60°

90°

120°

150°

180°

210°

240°

270°

300°

330°

−40
−30

−20
−10

−30

(a)

0°

30°

60°

90°

120°

150°

180°

210°

240°

270°

300°

330°

−40
−30

−20
−10

−30

(b)

0°

30°

60°

90°

120°

150°

180°

210°

240°

270°

300°

330°

−40
−30

−20
−10

−30

(c)

0°

30°

60°

90°

120°

150°

180°

210°

240°

270°

300°

330°

−40
−30

−20
−10

−30

(d)

Figure 2.4: Normalized array factors (in dB) for the beamformer example shown in Figure 2.2. (a) Array
factor without any phase shifts (ζp = 0). (b) Array factor with phase shifts ζp = (1− (−1)p)×90◦. (c) Array
factor for a 4×4 antenna array with a spacing of d = 7.5 cm, operating at a frequency of 1.85 GHz. The four
colored curves represent different phase shift configurations {ζp}P−1

p=0 . It can be observed that the direction
of maximum received power can be adjusted by varying the values of ζp. (d) Array factor for the same 4× 4
antenna array operating at 0.7 GHz.

1We only plot the pattern for θ ∈ [−π/2, π/2] since we consider the implementation of reflecting planes
in practical applications (thus eliminating the radiation for θ ∈ [π/2, 3π/2]).
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Grating lobes arise because the phase differences between antennas are identical for θ =
±90◦ and θ = 0◦. If we slightly change the observed angle to θ = 90◦ − ε (with ε small), the
phase difference between antennas should be the same as that for θ = 0◦− ε. Extending this
reasoning, for d = λ, every measured phase difference is associated with two angles. This
phenomenon is called phase ambiguity and presents challenges in many array applications.
For example, in direction finding, phase ambiguity prevents us from determining whether a
signal originated from angle θ1 or θ2 6= θ1. As a result, antenna arrays are typically designed
to avoid phase ambiguity by ensuring that the spacing between antennas is less than λ/2 [22].

Now consider the scenario where ζp is not zero for all p. Specifically, let ζp = (1− (−1)p)×
90◦ as illustrated in Figure 2.2. Here, with d = λ, the phase differences captured by the array
at θ = ±30◦ are compensated for by the phase shifters, creating a maximum in S(t) at these
angles. This results in the radiation pattern shown in Figure 2.4(b).

As demonstrated, adjusting the phase shifters ζp allows us to steer the main lobe of
the antenna array, effectively scanning the space for sources, as depicted in Figure 2.4(c).
This technique was utilized in the 2018 version of RadioVision, shown in Figure 1.1. The
capability to resolve two sources depends on the width of the main lobe. According to the
Rayleigh criterion [23], the resolution is determined by half the first-null beamwidth of the
array, typically equal to the half-power beamwidth. From Figure 2.4(c), using a spacing
d = 7.5 cm and P = 4 antennas for RadioVision at a frequency of 1.85 GHz, we observe
that the resolution is approximately 30◦. However, at a frequency of 0.7 GHz, the radiation
pattern shown in Figure 2.4(d) does not exhibit nulls, indicating an inability to resolve two
sources at this frequency. As a result, RadioVision would struggle to localize sources correctly.
Consequently, RadioVision cannot operate effectively using the classic beamformer method,
prompting us to explore the DoA estimation methods discussed in Section 2.3.

2.2.2 Microwave Receivers

A microwave receiver is a crucial component in radio communication systems, designed to
capture and process microwave signals, typically ranging from 300 MHz to 300 GHz.

The typical architecture of a microwave receiver, illustrated in Figure 2.5, begins with an
antenna that captures the incoming microwave signal, referred to as sRF (t). Once this signal
is received, it is fed into a low-noise amplifier (LNA). The LNA amplifies the weak microwave
signal while minimizing additional noise, critical for preserving the signal’s quality.

Following amplification, the signal moves to the mixer, where the high-frequency mi-
crowave signal is downconverted to an intermediate frequency (IF), resulting in a signal
sIF (t). The mixer achieves this by combining the microwave signal with a local oscillator
(LO) signal, Vl cos (ωlt), producing both sum and difference frequencies.

After the frequency conversion, the intermediate frequency signal passes through a low-
pass filter, which isolates the desired band and removes higher frequencies. Finally, the signal
goes through an IF amplifier, which increases the system gain and prepares the signal for
further processing or analysis.
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Figure 2.5: Schematic representation of a microwave receiver as used in RadioVision.

2.2.2.1 Mixers

Mixers play a crucial role in frequency conversion within a receiver. Ideally, a mixer operates
by multiplying the received signal, sRF (t), by cos(ωlt), shifting the signal to a different band
for further processing.

In a microwave receiver, the role of the mixer is to recover the baseband representation of
the RF signal sRF (t), which has a bandwidth limited by ±∆ω, as shown in Figure 2.6 (the
portion covered by ∆ω is called the upper-side band, while the one covered by −∆ω is called
the lower-side band). Mathematically, if ŜRF (ω) represents the Fourier transform of sRF (t),
then, a mixer should be able to recover ŜRF (ω± ωl), where ωl is such that ŜRF (ω± ωl) 6= 0
only for ω ∈ [−∆ω,∆ω], as shown in the figure.

For an ideal mixer, after multiplying sRF (t) by cos(ωlt), the Fourier transform of the
resultant IF signal is given by

ŜIF (ω) = ŜRF (ω) ∗ π(δ(ω − ωl) + δ(ω + ωl))

= πŜRF (ω − ωl) + πŜRF (ω + ωl),
(2.8)

where ∗ denotes convolution. Equation (2.8) shows that ŜIF (ω) contains two copies of the
original signal spectrum, shifted to −ωl and ωl, effectively enabling the frequency downcon-
version to recover the desired signal ŜRF (ω ± ωl) (by applying a low-pass filter).
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ŜRF (ω)

ω
ωl 2ωl−∆ω +∆ω

∆ω∆ω

ŜRF (ω + ωl) ŜRF (ω − ωl)

Figure 2.6: Representation of the upconversion and downconversion of an ideal mixer. ŜRF (ω) represents
the Fourier transform of sRF (t).

While this is the ideal behavior, no physical mixer can perfectly perform this multiplica-
tion. Real mixers rely on nonlinear devices -such as diodes or transistors- to approximate this
multiplication. Despite their non-idealities, they still succeed in generating the desired fre-
quency conversion by exploiting the nonlinear characteristics of these components. Indeed,
let us consider a diode mixer as an example, characterized by a nonlinear current-voltage
relation expressed as

I(V ) = Is(e
αV − 1), (2.9)

where Is is the saturation current, and α is a constant related to the diode characteristics.
We can express the exponential function using its Taylor series expansion:

ex =
∞∑
i=0

xi

i!
. (2.10)

When applying this to (2.9), we obtain:

I(V ) = Is

(
αV +

α2V 2

2!
+
α3V 3

3!
+ ...

)
, (2.11)

and if we consider V (t) = Vl cosωlt+ sRF (t), then we can write
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I(V ) = Is

∞∑
i=1

αi(Vl cosωlt+ sRF (t))i

i!

= Is

∞∑
i=1

i∑
k=0

αi

i!

(
i

k

)
(Vl cosωlt)

i−k × skRF (t)

= Is

∞∑
i=1

i∑
k=0

αi

k!(i− k)!
(Vl cosωlt)

i−k × skRF (t),

(2.12)

were we used Newton’s binomial theorem. Equation (2.12) captures the various contributions
resulting from mixing the incoming microwave signal with the local oscillator signal. In this
context, the IF signal is composed of an infinite series of terms of the form (Vl cosωlt)

i−k ×
skRF (t), with k ranging from 0 to i. For instance, considering i = 2 illustrates that the
current I(V ) is composed of the terms V 2

l cos2 (ωlt) ∝ 1 + cos (2ωlt), the ideal mixer product
Vl cos (ωlt)sRF (t), and s2

RF (t). Similarly, for i = 3, the equation would include products of
three signals, and this pattern continues indefinitely.

Although (2.12) is exact as long as the current-voltage relation (2.9) holds, this repre-
sentation becomes cumbersome and impractical in many cases. Consequently, a small-signal
model is often adopted, assuming that V (t) remains small. In such a case, we can apply the
approximation

ex ≈
2∑
i=0

xi

i!
. (2.13)

The rationale behind this approximation is grounded in the fact that, even after the LNA, the
signals typically range around≤ 6 dBm, which corresponds to RMS voltages of approximately√

50Ω× 0.004 W ≈ 0.4 V, for which (2.13) holds. If power levels exceed 10 dBm, a third-
order component x3/3! should be considered.

Using the approximation from (2.13) in the diode equation (2.9), and considering V (t) =
Vl cosωlt+ sRF (t), we derive

I(V ) ≈ Is

(
α(Vl cos (ωlt) + sRF (t)) +

α2

2
(V 2

l cos2 (ωlt) + 2Vl cos (ωlt)sRF (t) + s2
RF (t))

)

= Is

(
α2V 2

l

4
+ α(Vl cos (ωlt) + sRF (t)) + ...

α2

2

(
V 2
l cos (2ωlt)

2
+ 2Vl cos (ωlt)sRF (t) + s2

RF (t)

))
.

(2.14)
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In this expression, we can identify the frequency-shifting terms highlighted in blue. Let us
denote those terms as

Vx(t) =
V 2
l cos (2ωlt)

2
+ 2Vl cos (ωlt)sRF (t) + s2

RF (t). (2.15)

The term 2Vl cos (ωlt)sRF (t) corresponds to the ideal mixer output we seek, while the term
V 2
l cos (2ωlt)/2 represents a harmonic signal with frequency 2ωl. To analyse the remaining

term sRF (t), let us consider the Fourier transform of sRF (t), Ŝ(ω). Then, we can express
s2
RF (t) as

s2
RF (t) =

(∫ ∞
−∞
Ŝ(ω)ejωtdω

)(∫ ∞
−∞
Ŝ(ω)ejωtdω

)
. (2.16)

This representation implies that s2
RF (t) corresponds to the summation of all possible products

of the form ejω1tejω2t for each combination of ω1, ω2 ∈ (−∞,∞). Colloquially, this means that
s2
RF (t) corresponds to the mixing of all the harmonic components that make up sRF (t). More

rigorously, we recognize that the Fourier transform of the product of two signals results in
the convolution of their respective Fourier transforms. Therefore, we can express the Fourier
transform of s2

RF (t), F{s2
RF (t)}, as

F{s2
RF (t)} =

∫ ∞
−∞
Ŝ(Ω)Ŝ(ω − Ω)dΩ, (2.17)

which reflects how each frequency component of sRF (t) interacts with every other frequency
component. Consequently, we can write

s2
RF (t) =

1

2π

∫ ∞
−∞

∫ ∞
−∞
Ŝ(Ω)Ŝ(ω − Ω)ejωtdΩdω. (2.18)

To illustrate the implications of (2.18), let’s consider a practical example where the signal
sRF (t) is defined as

sRF (t) = cos (ωrt)sinc

(
∆ω

2π
t

)
. (2.19)

In this case, sRF (t) represents a signal with a constant amplitude spectrum bandlimited
within ∆ω and centered around the frequency ωr, as shown in Figure 2.7(a).

Now, when we compute s2
RF (t), we perform a convolution of the spectrum of sRF (t) with

itself. This graphical convolution will yield the spectrum of s2
RF (t) as shown in Figure 2.7(b).
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Figure 2.7: Representation of the self-mixing components within sRF (t). (a) Fourier transform of sRF (t).
(b) Fourier transform of s2RF (t).

The resulting spectrum contains a component with a bandwidth of 2∆ω centered at ω = 0.
If ∆ω is broad enough, the products of s2

RF (t) can fall into the IF (outside of just the DC
component), thus increasing the noise floor and contaminating the desired downconverted
signals. The derived conclusion highlights that this result does not depend on the local
oscillator frequency ωl. Instead, it emphasizes that any band with sufficient bandwidth and
power can adversely affect the noise floor observed in the IF.

Finally, in Figure 2.8, we illustrate the total spectrum of Vx(t) for two distinct scenarios,
both with the LO frequency set to ωl = ωr−∆ω/2. In panel (a), we show the case where the
LO power is significantly higher than the RF power. In this situation, the desired frequency-
shifted version of ŜRF (ω), i.e., ŜRF (ω + ωl), is clearly distinguishable. The main signal
is shifted to the IF band as expected, and any noise from the s2

RF (t) component remains
relatively small, allowing for the desired signal to be recovered with minimal interference.
In panel (b), the RF power exceeds the LO power. In this case, we observe that the signal
ŜRF (ω+ωl) becomes buried in the noise resulting from the mixing process, making it difficult
or even impossible to recover the signal of interest cleanly.

2.2.2.2 DSB Mixers

As shown in Figure 2.6, if the mixing process only involves multiplying sRF (t) with cosωlt,
both the upper and lower sideband appear in the IF. Indeed, the lower sideband (corre-
sponding to the signal with a triangular spectrum in the figure) appears in the IF due to
the translation (ω−ωl). In contrast, the upper sideband (corresponding to the signal with a
rectangular spectrum in the figure) appears in the IF due to the translation (ω + ωl). When
the mixing process is such that the upper and lower sidebands appear mixed in the same IF,
the mixer is called a double sideband (DSB) mixer.
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Figure 2.8: Representation of the frequency-shifting terms Vx(t) for two scenarios. (a) LO power � RF
power. (a) RF power & LO power.

In many cases, using DSB mixers is counterproductive, as it mixes the two sidebands,
making it impossible to distinguish the original information from each sideband. However, in
other situations, placing the LO in strategic positions is possible, such that only one sideband
contains valuable information. In such cases, all information can be recovered in the IF. As
shown in Section 4.1.2, for the RadioVision application, the LO can always be placed such
that only one relevant band appears in the IF.

2.3 DoA Estimation Algorithms

This section begins with a review of the core DoA estimation methods that serve as the
foundation for this work, following the progression from the MUSIC algorithm to ESPRIT.

We start by outlining the basic concepts behind the MUSIC algorithm, which uses spectral
analysis to estimate the angles of arrival. ESPRIT builds upon this by simplifying the
computational process by exploiting the rotational invariance property of antenna arrays. U-
ESPRIT 2D then extends ESPRIT for two-dimensional arrays, making it suitable for Uniform
Rectangular Arrays (URAs) such as RadioVision.

For clarity, the review of MUSIC and ESPRIT will focus on one-dimensional Uniform
Linear Arrays (ULAs). In contrast, the more relevant U-ESPRIT 2D is reviewed in detail
for two dimensions in Chapter 3, aligning with the system requirements of RadioVision.
Although these methods can be generalized for non-uniform arrays or varied antenna types,
this thesis concentrates on uniform array configurations with identical antennas.
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2.3.1 MUSIC: Multiple Emitter Location and Signal Parameter
Estimation

2.3.1.1 Signal Model

Let us consider a ULA with P elements, surrounded by r sources positioned at angles {θl}r−1
l=0 ,

as shown in Figure 2.9. The array elements are uniformly spaced by a distance d, with the
origin of the coordinate system located at the 0-th antenna (see the figure). All the sources
are narrowband, centered around a carrier frequency ω0, uncorrelated, and located within an
isotropic and non-dispersive medium in the far field of the array. Under these conditions, the
radiation from the sources can be approximated as plane waves impinging on the array.

The signal radiated by the l-th source can be written as sl(t) = ul(t)e
j(ω0t+vl(t)), where

ul(t) and vl(t) are the amplitude and phase modulations of sl(t). Since we are working
with complex signals, we assume that the receiver incorporates an IQ mixer, which enables
processing these complex representations. In free space, the real component of the signal
would be ul(t) cos(ω0t + vl(t)). Still, by employing an IQ mixer, we can extend this real
signal to its complex form, ul(t) cos(ω0t+vl(t)) + jul(t) sin(ω0t+vl(t)), allowing us to handle
both in-phase and quadrature components simultaneously in the digital processing system.

Using the concepts developed in Section 2.2.1, we know that each signal sl(t) arrives at
each antenna element at slightly different times due to the array’s geometry. Specifically,
if we consider the signal arrival time at the reference antenna (the 0-th antenna), the time
delay between the p-th and 0-th antennas (Figure 2.9) is given by

τp(θl) =
pd sin θl

c
(2.20)

Hence, the total signal impinging at the p-th antenna can be expressed as
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Figure 2.9: Array geometry used in the MUSIC algorithm.
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xp(t) =
r−1∑
l=0

fp(θl)sl(t− τp(θl)) + ηp(t), (2.21)

where fp(θl) is the complex radiation pattern of the p-th antenna evaluated at θl, and ηp(t)
is the additive noise present at the p-th antenna. For simplicity, we assume that fp(θl) does
not vary with frequency and does not alter the time characteristics of the signal. Further
details on this assumption can be found in Appendix C.

If we assume that all antennas are identical and that coupling effects between antennas
are negligible, the complex radiation pattern can be considered the same for all antennas,
allowing us to drop the index p from fp and write

xp(t) =
r−1∑
l=0

f(θl)sl(t− τp(θl)) + ηp(t)

=
r−1∑
l=0

sl(t− τp(θl)) + ηp(t),

(2.22)

where we have absorbed the effects of the radiation pattern f(θl) into the signal sl by updating
the signal as sl ← f(θl)sl.

Now, since the signals are narrowband, ul(t) and vl(t) vary slowly compared to ej(ω0t).
This allows us to make the following approximation:

sl(t− τp(θl)) ≈ ul(t)e
j(ω0(t−τp(θl))+vl(t))

= e−jω0τp(θl)sl(t).
(2.23)

Therefore, the signal received by the p-th antenna becomes

xp(t) =
r−1∑
l=0

sl(t)e
−jω0τp(θl) + ηp(t), (2.24)

or equivalently,


x0(t)
x1(t)

...
xP−1(t)

 =
r−1∑
l=0


e−jω0τ0(θl)

e−jω0τ1(θl)

...
e−jω0τP−1(θl)

 sl(t) +


η0(t)
η1(t)

...
ηP−1(t)

 (2.25)
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Let us define the P × r matrix A, whose l-th column is the so-called steering vector for the

direction θl:
[
e−jω0τ0(θl) e−jω1τ0(θl) ... e−jω0τP−1(θl)

]T
. Since the summation in (2.25) is a linear

combination of column vectors, we can write the signal model in matrix form as

x(t) = As(t) + η(t), (2.26)

where (x)p = xp(t), (s)l = sl(t), and (η)p = ηp(t). This signal model describes the data
immediately after the antenna array. The additional effects introduced by the receiver hard-
ware, such as amplification, downconversion, and analog-to-digital conversion, are further
detailed in Appendices C and D. Still, these processes do not alter the general structure of
the signal model given in (2.26).

2.3.1.2 Array Manifold and the column space of A

The array manifold A of an antenna array is the set of all possible steering vectors corre-
sponding to different angles of arrival:

A = {a(θ) =
[
e−jω0τ0(θl) e−jω1τ0(θl) ... e−jω0τP−1(θl)

]T ∈ CP : θ ∈ [−π, π]}. (2.27)

It is important to note that A is not a vector subspace. For instance, given three different
angles θ1, θ2, θ3, it is not possible to express a(θ1) = βa(θ2) + γa(θ3) for some constants
β and γ, considering that the array does not present phase ambiguities, as it is shown in
Appendix B.

This distinction highlights that the array manifold behaves more like a curved path, or as
described in [7], it resembles a rope weaving through the complex space CP (in this particular
case that we are considering a unidimensional array).

Note that the array manifold depends solely on the structure of the antenna array, meaning
it is a known, deterministic geometric entity. Each column of A must lie on this array
manifold, as depicted in Figure 2.10. Since the array manifold is not a vector space, linear
combinations of the columns of A will not necessarily belong to A. Nevertheless, if we
form the column space of A, C(A) (see Appendix A), the array manifold must intersect it.
Therefore, if we can accurately estimate C(A), we can determine {θl}r−1

l=0 , as shown in the
example from Figure 2.10.

2.3.1.3 Estimating C(A)

Since the sample vectors x(t) are shifted by η(t) from the column space of A, after taking
enough samples, we expect these vectors to cluster around C(A), as shown in Figure 2.11.
Mathematically, we collect N � P samples {x(tn)}N−1

n=0 , and stack them into a matrix

X =
[

x(t0) x(t1) ... x(tN−1)
]
. (2.28)
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x
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z

C (A)

A

a(θ0)

a(θ 6= θl ) a(θ1)

Figure 2.10: Simplified illustration of the array manifold and the column space of A. We are considering an
antenna number P = 3 and two sources (r = 2) for this illustration. Note that both A and C(A) are complex
sets. Therefore, we cannot accurately illustrate the total space C3 (with dimension 6), nor the column space
(with dimension 4). However, to illustrate the key ideas, we will consider a representation in the real space.
In this case, the total space is RP = R3, and the column space of A is a plane of dimension r = 2.

x

y

z

C (A)

x(t0)

η(t0)

x(t1)

η(t1)

...x(tN−1)

Figure 2.11: Illustration of how the sample vectors {x(tn)}N−1
n=0 cluster around C(A).

Despite the presence of noise, which causes the sample vectors to become linearly independent
and results in the column space of X being CP rather than C(A), we can still extract a
meaningful basis for C(A). By applying the singular value decomposition (SVD) [33, 34],
we can optimally identify the most significant components of the column space of X. The
SVD reveals the ”most important” vectors in determining the column space, known as the
principal components. Expressly, this information is provided by the left singular vectors
and the singular values of X, which correspond to the eigenvectors and the square root of
the eigenvalues of XXH .
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What makes the SVD particularly useful here is that even though C(X) = CP due to noise,
it highlights the directions that are most relevant for the signal. Since the noise only perturbs
X from its actual signal space C(A), we expect that the left singular vectors corresponding
to the largest eigenvalues form a robust basis for C(A).

We first compute XXH as outlined in (2.29) to eventually obtain the left singular vectors
and singular values. Since the signals are assumed to be zero-mean and uncorrelated, XXH

corresponds to the estimated covariance matrix of the received signals, and is given by

XXH = (AS + N)(AS + N)H , (2.29)

where

S =
[

s(t0) s(t1) ... s(tN−1)
]

N =
[
η(t0) η(t1) ... η(tN−1)

]
.

(2.30)

By expanding (2.29), we obtain

XXH = ASSHAH + ASNH + NSHAH + NNH

= ASSHAH + σ2I
(2.31)

where we have considered that the added noise is modeled as white and uncorrelated, with
zero-mean and covariance matrix NNH = σ2I.

Let us now analyze the eigenvectors of XXH (i.e., the left singular vectors of the SVD). We
know that all eigenvectors of a matrix A must lie either in C(A) or N (A) (see Appendix A).
Since XXH is Hermitian by construction, all eigenvectors are orthogonal, and all eigenvalues
are real (see Theorem A.10). To gain insight into this decomposition, consider first the
idealized case without noise, i.e., where XXH = ASSHAH .

In the noise-free case, rank(XXH) = r, C(XXH) = C(A) and N (XXH) = N (A). Also,
we have dim(C(A)) = r and dim(N (A)) = P −r. Then, given that XXH is Hermitian, there
are exactly r eigenvectors in C(A) and P − r in N (A), with the latter being orthogonal to
the columns of A. Therefore, we have:

(1) For the eigenvectors in N (A), these must be orthogonal to A, meaning they satisfy
AHvn = 0.

(2) For the eigenvectors in C(A), they must satisfy ASSHAHvs = λvs with λ 6= 0.

This gives us a hint as to what to examine in the case where there is noise. For case (1)
listed above, the eigenvectors vn of ASSHAH (equal to XXH only when there is no noise)
that are orthogonal to the columns of A satisfy

XXHvn = ASSHAHvn + σ2Ivn = σ2vn, (2.32)
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indicating that vn are also eigenvectors of XXH with eigenvalues σ2. Since dim(N (A)) =

P − r, there are P − r such eigenvectors, denoted as {vnl}(P−r)−1
l=0 , each with eigenvalue σ2.

In summary, from case (1), we are concluding that the eigenvectors in N (A) do not change
due to noise, as long as this is effectively white noise, uncorrelated and independent, with
NNH = σ2I.

For case (2) listed above, the eigenvectors vs of ASSHAH satisfy

XXHvs = ASSHAHvs + σ2Ivs = λvn + σ2vs = (λ+ σ2)vs. (2.33)

Thus, vs are also eigenvectors of XXH with eigenvalues (λ+σ2). Since dim(C(A)) = r, there
are r such eigenvectors, denoted as {vsl}r−1

l=0 , though they may have different eigenvalues.

This demonstrates that noise does not affect the eigenvectors. Consequently, if the as-
sumptions listed below hold, the column space of A -determined entirely by the r eigenvectors
{vsl}r−1

l=0 -, and therefore the DoAs {θl}r−1
l=0 , can be perfectly identified, independently of the

array size.

MUSIC Assumptions

1) All antennas are identical, and mutual coupling is negligible.

2) The sources are located in the far field of the array, with no obstacles nearby.

3) The antenna array is designed without phase ambiguities.

4) The data collection (N) is sufficiently large so that the estimated covariance
matrix accurately represents the true covariance matrix.

5) The noise is white, independent and identically distributed, with zero mean.

Now, notice that even though we have the set of eigenvectors {vsl}r−1
l=0 , determining the

vectors a(θ0), a(θ1), ..., a(θr−1) ∈ A that intersect with C(A) is not straightforward. For
example, one might consider taking the dot product between each unknown a(θ) ∈ A and
{vsl}r−1

l=0 , but this will not yield meaningful results, as can be inferred from Figure 2.12 (for
example, the dot product between vs1 and a(θ1) is large, while the dot product between
vs0 and a(θ0) is almost 0). However, if we instead compute the dot product between each

a(θ) ∈ A and {vnl}(P−r)−1
l=0 , only the solution vectors a(θ0), a(θ1), ..., a(θr−1) ∈ A will yield a

zero result. Hence, we could compute the normalized dot product

pT =
a(θ)H

Vn︷ ︸︸ ︷[
vn0 vn1 ... vn(P−r−1)

]
|a(θ)| , (2.34)

for each possible θ ∈ [−π, π] (scanning the array manifold). Only at the actual DoAs will
this computation approach the 1 × (P − r) zero vector 0T . Moreover, if we then compute
pTp, given by
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x
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C (A)
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a(θ0)

vs0
a(θ1)

vs1

vn0

Figure 2.12: Representation of the eigenvectors in the column space C(A) and the null space N (A). In this
example, with P = 3 antennas and r = 2 sources, the null space N (A) forms a one-dimensional line, as its
dimension is P − r = 1.

pTp =
a(θ)HVnV

H
n a(θ)

a(θ)Ha(θ)
, (2.35)

only for the DoAs this computation will be close to 0 (scalar). This idea forms the basis of
the MUSIC spectrum [6], defined as

PMUSIC(θ) =
a(θ)Ha(θ)

a(θ)HVnVH
n a(θ)

. (2.36)

The estimated DoAs are the r maxima of PMUSIC(θ). With this, the MUSIC algorithm is
summarized as follows:

MUSIC Algorithm

1) Collect N data samples X and estimate the covariance matrix XXH .

2) Perform the eigendecomposition of XXH : XXH = VΛVH .

3) Estimate the number of sources r by counting the number of eigenvalues close to
σ2, which gives P − r, and hence r.

4) Evaluate PMUSIC(θ) = a(θ)Ha(θ)
a(θ)HVnVH

n a(θ)
for θ ∈ [−π, π].

5) Identify the r largest peaks of PMUSIC(θ) to estimate the DoAs.
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2.3.2 ESPRIT: Estimation of Signal Parameters via Rotational In-
variance Techniques

The MUSIC algorithm is based on the principle that vector samples collected by an antenna
array cluster around the column space of the matrix A, intersecting the array manifold only
at the DoAs. Importantly, MUSIC does not require specific antenna array characteristics; it
can operate effectively with arbitrary antennas placed in random positions, provided there
are no phase ambiguities. However, this underutilization of resources indicates that if the
specific features of the array were taken advantage of, the limitations of MUSIC could be
improved.

Based on MUSIC’s principles, the ESPRIT algorithm enhances performance by leveraging
the typical characteristics of arrays for increased accuracy. Specifically, we will focus on the
one-dimensional array depicted in Figure 2.9 2. Thus, we adopt the model presented in
equation (2.26).

Next, we introduce the array characteristic that the ESPRIT algorithm utilizes: every
antenna element experiences the same time delay relative to its adjacent antenna when excited
by an incoming signal. In other words, for an incoming signal sl(t) with DoA θl, the time
delay between the 0-th and 1-th antennas, as well as between the 1-th and 2-th antenna, and
so forth, up to the p-th and the (p + 1)-th antenna, is given by (d sin θl)/c. To understand
the implications of this in the signal model, let us first consider the case without noise, where

x(t) = As(t) =
r−1∑
l=0


e−jω0τ0(θl)

e−jω0τ1(θl)

...
e−jω0τP−1(θl)

 sl(t) =
r−1∑
l=0


1

e−jµ(θl)

...
e−j(P−1)µ(θl)

 sl(t), (2.37)

being µ(θl) = ω0τ1(θl). Then, notice that for all columns {al}r−1
l=0 of A, it happens that

e−jµ(θl) ×



1
e−jµ(θl)

e−j2µ(θl)

e−j3µ(θl)

...
e−j(P−3)µ(θl)

e−j(P−2)µ(θl)


︸ ︷︷ ︸

First P−1 elements of the l-th column of A

=



e−jµ(θl)

e−j2µ(θl)

e−j3µ(θl)

...
e−j(P−3)µ(θl)

e−j(P−2)µ(θl)

e−j(P−1)µ(θl)


︸ ︷︷ ︸

Last P−1 elements of the l-th column of A

. (2.38)

2While the ESPRIT algorithm is generally more versatile, this thesis will only utilize the configuration
shown in Figure 2.9.

28



2.3. DOA ESTIMATION ALGORITHMS

Thus, we can define the (P − 1)× P matrix operators Jfirst and Jlast given by

Jfirst =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

0 0 0
. . . 0 0

0 0 0 0 1 0

 ,

Jlast =


0 1 0 0 0 0
0 0 1 0 0 0

0 0 0
. . . 0 0

0 0 0 0 1 0
0 0 0 0 0 1



(2.39)

which, when applied to a vector, take the first and last P − 1 components of the vector,
respectively. With these operators, we can write (2.38) as

e−jµ(θl) × Jfirstal = Jlastal (2.40)

for every l = 0, ..., r − 1. Hence, we have

[
Jfirsta0 Jfirsta1 ... Jfirstar−1

]

e−jµ(θ0) 0 0 0

0 e−jµ(θ1) 0 0

0 0
. . . 0

0 0 0 e−jµ(θr−1)


=
[

Jlasta0 Jlasta1 ... Jlastar−1

]
,

(2.41)

or equivalently,

JfirstAΩ = JlastA, (2.42)

where

Ω =


e−jµ(θ0) 0 0 0

0 e−jµ(θ1) 0 0

0 0
. . . 0

0 0 0 e−jµ(θr−1)

 . (2.43)
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Now, we can utilize the previously derived fact from Section 2.3.1 that the signal eigen-
vectors reside in C(A), regardless of the noise. Thus, we can express Vs as Vs = AT, and
by applying (2.42), we obtain

JfirstVsT
−1Ω = JlastVsT

−1

⇔ JfirstVs(T
−1ΩT) = JlastVs.

(2.44)

Then, recalling that Jfirst and Jlast are operators that extract the first and last P − 1 compo-
nents of a vector (or all the row vectors in the case of a matrix), we find that

Vs1(T−1ΩT) = Vs2, (2.45)

being Vs1 the matrix formed after removing the last row of Vs (i.e., the matrix whose column
vectors are the first P − 1 components of the eigenvectors vs), and Vs2 the matrix formed
after removing the first row of Vs (i.e., the matrix whose column vectors are the last P − 1
components of the eigenvectors vs).

Now, observe that (T−1ΩT) is an r×r full-rank matrix, while Vs1 and Vs2 are (P−1)×r,
r-rank matrices. Therefore, if P − 1 ≥ r, we can solve (2.45) in a least-square sense by
applying the pseudo inverse

(T−1ΩT) = V+
s1Vs2, (2.46)

where V+
s1 = (VT

s1Vs1)−1VT
s1. Summarizing, we have obtained a matrix (T−1ΩT) by per-

forming successive computations on the sample vectors x(t). The matrix Ω is a diagonal
matrix that contains the DoAs. However, we have obtained (T−1ΩT), and we need to ex-
tract Ω somehow from this matrix. The solution is quite simple: on the one hand, since Ω
is a diagonal matrix, its eigenvalues are {e−jµ(θl)}r−1

l=0 (i.e., the eigenvalues are the DoAs that
we are looking for). On the other hand, Ω and (T−1ΩT) are similar matrices by definition,
meaning they share the same eigenvalues. Consequently, if we compute the eigendecomposi-
tion of (T−1ΩT),

(T−1ΩT) = ΥLΥ−1, (2.47)

we conclude

L =


λ0 0 0 0
0 λ1 0 0

0 0
. . . 0

0 0 0 λr−1

 =


e−jµ(θ0) 0 0 0

0 e−jµ(θ1) 0 0

0 0
. . . 0

0 0 0 e−jµ(θr−1)

 . (2.48)
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The ESPRIT algorithm is summarized as follows:

ESPRIT Algorithm

1) Collect N data samples X and estimate the covariance matrix XXH .

2) Perform the eigendecomposition of XXH : XXH = VΛVH .

3) Estimate the number of sources r by counting the number of eigenvalues close to
σ2, which gives P − r, and hence r.

4) Form the P × r matrix Vs whose columns are the r eigenvectors corresponding
to the largest eigenvalues.

5) Compute Vs1 and Vs2 by eliminating the last and first rows of Vs, respectively.

6) Solve the equation Vs1(T−1ΩT) = Vs2 in the least-square sense, obtaining
(T−1ΩT) = V+

s1Vs2.

7) Compute the eigenvalues {λl}r−1
l=0 of (T−1ΩT). The DoAs are then calculated as

θl = − sin−1
(

c
ω0d

tan−1
(

I{λl}
R{λl}

))
.
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Chapter 3

Signal Model and Application of the
FFT in the Time Domain

In this chapter, we present the enhancements made in this thesis to the U-ESPRIT 2D
algorithm by integrating Polyphase Filter Banks and Fast Fourier Transforms.

3.1 Problem Assumptions and Signal Model

In this section, we develop the mathematical model for the signals an antenna array re-
ceives in the presence of multiple sources. Since the literature has covered this development
extensively [6, 7, 8, 9, 17, 24], we will emphasize only the critical aspects of our system.

To determine an expression for the signals arriving at the ADCs, let us consider a uniform
rectangular array of P × Q elements (4 × 4 in the case of RadioVision) and r sources (cell
phones in our application), as shown in Figure 3.1. We will consider the origin of the coordi-
nate system at the center of the antenna array and use the indices p ∈ {0, 1, ..., P−1} and q ∈
{0, 1, ..., Q−1} so that the (p, q)-th antenna is the one centered at

((
−P−1

2
+ p
)
dx,
(
−Q−1

2
+ q
)
dy
)
,

where dx and dy are the antenna spacings in the x and y axes, respectively.

We consider the sources narrowband, non-coherent, and located within an isotropic and
non-dispersive medium in the far field. This allows us to consider their radiation as plane
waves when impinging on the array. Although our system can choose sub-bands by varying
the LO, RadioVision receives only one narrow 70 MHz band at a time. Therefore, we will
consider that the r sources share the same carrier frequency ω0. With all this, we can
express the signals {sl}r−1

l=0 radiated by the sources as sl(t) = ul(t) cos (ω0t+ vl(t)), where
ul(t) and vl(t) are the amplitude and phase modulations of sl(t), which vary slowly compared
to cos (ω0t) (since {sl}r−1

l=0 are narrowband signals).

The position of the l-th source is determined by the angles φxl = cos−1(r̂l · x̂) and φyl =
cos−1(r̂l · ŷ), where x̂ and ŷ are the standard unit vectors of the Cartesian coordinate system,
and r̂l is the unit vector pointing towards the l-th source (see Figure 3.1). Note that when
the source is at the center, we have φxl = φyl = 90◦. By convention, it is best to define
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ŷ

r̂l

dx

dy

≥ 1 ms

sl (t ) = ul (t )cos(ω0t + vl (t ))
φxl

φyl

Figure 3.1: Illustration of a 4×4 (P ×Q) rectangular array surrounded by three (r) sources (phones). dx and
dy are the spacings in the x and y axes, respectively. φxl and φyl are the angles of arrival of the l-th source
measured relative to the x and y axes, respectively. All sources share the same carrier frequency ω0. Each
source l has its own amplitude and phase modulations ul(t) and vl(t), with l = 0, 1, ..., r − 1. Depending on
the mode of operation, phones can radiate packets with durations as short as 1 ms.

θxl = 90◦−φxl and θyl = 90◦−φyl, such that θxl = sin−1(r̂l · x̂) and θyl = sin−1(r̂l · ŷ). Hence,
for a source at the center, θxl = θyl = 0◦.

Considering all the definitions above, and following the traditional delayed-propagation
model shown in [6, 7, 8, 9, 17, 24], we get that the l-th signal impinging on the (p, q)-th
antenna, xpql(t), is given by

xpql(t) = sl(t− τpq(θxl, θyl)), (3.1)

where

τpq(θxl, θyl) = τpql = τpl,x + τql,y

=

(
P − 1

2
− p
)
dx sin θxl

c
+

(
Q− 1

2
− q
)
dy sin θyl

c

(3.2)

is the propagation delay between the (p, q)-th antenna and the array’s center, and c is the

33



CHAPTER 3. SIGNAL MODEL AND APPLICATION OF THE FFT IN THE TIME DOMAIN

speed of light. Then, since ul(t) and vl(t) vary slowly compared to cos(ω0t), we can approx-
imate

xpql(t) = ul(t− τpql) cos (ω0(t− τpql) + vl(t− τpql))
≈ ul(t) cos (ω0(t− τpql) + vl(t))

= ul(t) cos (ω0t− µpl − νql + vl(t))

=
1

2

(
e−j(µpl+νql)ξl(t) + ej(µpl+νql)ξ∗l (t)

)
,

(3.3)

where we have defined µpl = ω0τpl,x, νql = ω0τql,y, and ξl(t) = ul(t)e
j(ω0t+vl(t)).

The P × Q antennas receive the sum of the r signals centered at ω0, each one modified
by the radiation pattern response at (θxl, θyl). Subsequently, all the received signals pass
through identical heterodyne receivers, composed of amplifiers, low-pass filters, and mixers
with an LO frequency ωLO, for posterior digitization by P ×Q ADCs. If we assume that all
receiver chains are equal, the analog signals sensed by the ADCs can be written as

zpq(t) =
1

2

r−1∑
l=0

(
e−j(µpl+νql)χl(t) + ej(µpl+νql)χ∗l (t)

)
, (3.4)

where {χl(t)}r−1
l=0 are baseband signals centered at ω0−ωLO, and they comprise the radiation

pattern and front-end modifications over the RF signals xpql(t).

Note that in the standard DoA literature, only terms of the form e−j(µpl+νql)χl(t) are
considered. This simplification arises because phasors are used, and the need for both in-
phase (I) and quadrature (Q) components is omitted in the mathematical formulation of the
algorithms and simulations. However, in the implementation of a real system, both terms
e−j(µpl+νql)χl(t) and ej(µpl+νql)χ∗l (t) appear in the received signals, as shown in (3.4). This
discrepancy invalidates the standard procedures followed in the literature [6, 7, 8, 9], which
rely on received signals expressed solely in terms of e−j(µpl+νql)χl(t).

To be able to apply the standard procedures, three methods allow us to obtain only
terms of the form e−j(µpl+νql)χl(t) from the real signals stated in (3.4). The first method is
analog and uses I-Q mixers. In this case, more complex mixers are needed, and the post-
intermediate frequency (IF) hardware and the number of ADCs are also doubled. The second
method is digital and consists of using digital down-converters [25, 26]. For this, DDSs must
be implemented to form cosines and sines, in addition to multiple digital filters, which implies
an increase in the use of digital resources. As can be seen, both methods require increasing
the system’s complexity and resource usage. In this sense, the third method, which consists of
using the FFT, is optimal since the benefits that come with the use of the FFT are multiple,
as mentioned in Chapter 1.

Now that we have the model of the signals that enter the ADCs, we proceed in Section 3.2
with the mathematical development of the incorporation of PFBs and the FFT in the 2D
U-ESPRIT algorithm.
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3.2 2D U-ESPRIT with PFB-FFT applied to the time

domain

Let us take the expression obtained in (3.4) and consider the digitization of the signals by
the ADCs, where we will write the discrete-time dependence with (n) instead of (t). Given
this, we can express the P ×Q signals entering the digital system as

Z(n) =
1

2

r−1∑
l=0

aPla
T
Qlχl(n) +

1

2

r−1∑
l=0

a∗Pla
H
Qlχ

∗
l (n), (3.5)

where Z(n) is a P ×Q matrix whose (p, q)-th entry is zpq(n), and {aPl}r−1
l=0 and {aQl}r−1

l=0 are
P × 1 and Q× 1 vectors given by

aPl =
[
e−jµ0l e−jµ1l ... e−jµ(P−1)l

]T
(3.6)

aQl =
[
e−jν0l e−jν1l ... e−jν(Q−1)l

]T
. (3.7)

Upon entering the digital system, the received signals are transformed by applying the PFBs
and the FFT. To provide a clearer understanding of these processes, we will first address
the application of the FFT in Section 3.2.1, followed by an explanation of the integration of
PFBs in Section 3.2.2.

3.2.1 Application of the FFT

After computing the N -sized FFT of each zpq(n), we can write

Ẑ(k) =
1

2

r−1∑
l=0

aPla
T
Ql

N−1∑
n=0

χl(n)e−j
2πnk
N

+
1

2

r−1∑
l=0

a∗Pla
H
Ql

N−1∑
n=0

χ∗l (n)e−j
2πnk
N ,

(3.8)

being Ẑ(k) a P ×Q matrix whose (p, q)-th entry is the k-th frequency bin of the FFT of the

sequence {zpq(n)}N−1
n=0 , that is,

∑N−1
n=0 zpq(n)e−j

2πnk
N . Then, we introduce the centrosymmetric

computations performed in U-ESPRIT [8, 9] to obtain
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Ẑ′(k) = QH
P Ẑ(k)Q∗Q

=
1

2

r−1∑
l=0

(QH
P aPl)(Q

H
QaQl)

T

N−1∑
n=0

χl(n)e−j
2πnk
N

+
1

2

r−1∑
l=0

(QH
P a
∗
Pl)(Q

H
Qa
∗
Ql)

T

N−1∑
n=0

χ∗l (n)e−j
2πnk
N

=
1

2

r−1∑
l=0

Ψlχ̂1l(k) +
1

2

r−1∑
l=0

ηlχ̂2l,

(3.9)

where QP and QQ are defined by the general formulas

Q2K =
1√
2

[
IK jIK
ΠK −jΠK

]
(3.10)

if P or Q are even numbers, and

Q2K+1 =
1√
2

 IK 0 jIK
0T

√
2 0T

ΠK 0 −jΠK

 (3.11)

if P or Q are odd numbers, while {χ̂1l(k)}N−1
k=0 and {χ̂2l(k)}N−1

k=0 are the FFTs of {χl(n)}N−1
n=0

and {χ∗l (n)}N−1
n=0 , respectively, and Ψl and ηl are P ×Q real matrices given by

Ψl = (QH
P aPl)(Q

H
QaQl)

T (3.12)

ηl = (QH
P a
∗
Pl)(Q

H
Qa
∗
Ql)

T . (3.13)

If we consider χl(n) = fl(n) + jgl(n), we can write (3.9) as

Ẑ′(k) =
r−1∑
l=0

Ψl + ηl
2

N−1∑
n=0

fl(n)e−j
2πnk
N

+ j

r−1∑
l=0

Ψl − ηl
2

N−1∑
n=0

gl(n)e−j
2πnk
N

=
r−1∑
l=0

M1lf̂l(k) + j

r−1∑
l=0

M2lĝl(k),

(3.14)
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where M1l = (Ψl + ηl)/2, M2l = (Ψl − ηl)/2, and {f̂l(k)}N−1
k=0 and {ĝl(k)}N−1

k=0 are the FFTs
of {fl(n)}N−1

n=0 and {gl(n)}N−1
n=0 , respectively. Then, to align with the standard ESPRIT-

like mathematical developments, we must write each matrix Ẑ′(k) in vector form, which is
accomplished with the vec(·) operation: Ẑ(k) = vec(Ẑ′(k)). In this way, the (p, q)-th entry
of Ẑ′(k) is mapped into the (P (q − 1) + p)-th position of the PQ × 1 complex vector Ẑ(k).
After applying the vec(·) operation to the expression of Ẑ′(k) given in (3.14), we get

Ẑ(k) =
r−1∑
l=0

vec(M1l)f̂l(k) + j
r−1∑
l=0

vec(M2l)ĝl(k)

=
[
vec(M10) vec(M11) ... vec(M1(r−1))

]
f̂(k)

+ j
[
vec(M20) vec(M21) ... vec(M2(r−1))

]
ĝ(k)

= Sm1f̂(k) + jSm2ĝ(k),

(3.15)

where Sm1 =
[
vec(M10) vec(M11) ... vec(M1(r−1))

]
and Sm2 =

[
vec(M20) vec(M21) ... vec(M2(r−1))

]
are PQ× r real matrices, and f̂(k) =

[
f̂0(k) ... f̂r−1(k)

]T
and ĝ(k) = [ĝ0(k) ... ĝr−1(k)]T are

r×1 real vectors corresponding to the k-th frequency bin of the FFTs of the vector sequences
f(n) = [f0(n) ... fr−1(n)]T and g(n) = [g0(n) ... gr−1(n)]T . Then, we can stack all vectors
Ẑ(k) from k = 0 to k = N/2 − 1 (which corresponds to taking half the FFT spectrum) to
form the matrix

Ẑ =
[
Ẑ(0) ... Ẑ(N/2− 1)

]
= Sm1

[
f̂(0) ... f̂(N/2− 1)

]
+ Sm2 [ĝ(0) ... ĝ(N/2− 1)]

= Sm1FNWH + jSm2GNWH ,

(3.16)

being FN = [f(0) ... f(N − 1)], GN = [g(0) ... g(N − 1)] and WH the N×N/2 FFT matrix
obtained after removing half the spectrum, given by

WH =


1 1 ... 1

1 WN ... W
N/2−1
N

...
... ...

...

1 WN−1
N ... W

(N/2−1)(N−1)
N

 , (3.17)

where WN = e−j
2π
N . The rationale for considering only half of the FFT spectrum lies in the

fact that, for real-valued signals, the real part of the FFT is even, while the imaginary part
is odd. Consequently, the phase contributions from each half of the spectrum, derived from
the imaginary to the real part ratio, are opposite in sign. This would result in erroneous
DoA estimates if both halves were considered.
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After aligning with the standard ESPRIT-like formulations, we can compute the correla-
tion matrix as

Rzz = ẐẐH

= (Sm1FNWH + jSm2GNWH)

× (WH
HFT

NSTm1 − jWH
HGT

NSTm2)

= Sm1FNSwFT
NSTm1 + Sm2GNSwGT

NSTm2

+ j(Sm2GNSwFT
NSTm1 − Sm1FNSwGT

NSTm2),

(3.18)

whose real part is given by

R{Rzz} =
1

2
(Rzz + R∗zz)

= Sm1FNR{Sw}FT
NSTm1 + Sm1FNI{Sw}GT

NSTm2

+ Sm2GNR{Sw}GT
NSTm2 − Sm2GNI{Sw}FT

NSTm1

= Sm1FN(SwrF
T
NSTm1 + SwiG

T
NSTm2)

+ Sm2GN(SwrG
T
NSTm2 − SwiF

T
NSTm1)

=
[

Sm1FN Sm2GN

] [ Swr Swi
−Swi Swr

] [
FT
NSTm1

GT
NSTm2

]
= SmΓSTm,

(3.19)

where we have defined Sm = [Sm1FN Sm2GN ], Sw = WHWH
H , Swr = R{Sw}, Swi = I{Sw},

and

Γ =

[
Swr Swi
−Swi Swr

]
. (3.20)

Note that (3.19) is written as a quadratic form, and since STwr = Swr and STwi = −Swi, Γ is
symmetric.

Now, since the signals are not correlated, FN and GN have full rank r. Therefore, the col-
umn space of Sm1FN equals the column space of Sm1, and the column space of Sm2GN equals
the column space of Sm2 (see Theorem A.4). Hence, the column space of [Sm1FN Sm2GN ]
includes the column space of Sm1 +Sm2 (see Theorem A.3). In consequence, there are r eigen-
vectors of R{Rzz} that span the column space of Sm1+Sm2. Now, notice that Sm1+Sm2 is just
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Ψ = [vec(Ψ0) ... vec(Ψr−1)]. Hence, if we concatenate those aforementioned r eigenvectors
as the columns of a matrix Vr, we can write

Ψ = VrT, (3.21)

where T is a non-singular r × r real matrix. From now on, we can follow the standard
ESPRIT-like procedure documented in [9]. Specifically, we must consider that each vec(Ψl)
follows the invariance relationships [9]

tan
(µl

2

)
Kµ1 vec(Ψl) = Kµ2 vec(Ψl)

tan
(νl

2

)
Kν1 vec(Ψl) = Kν2 vec(Ψl),

(3.22)

where µl = (ω0dx sin θxl)/c, νl = (ω0dy sin θyl)/c, Kµ1 and Kµ2 are (P − 1)Q× PQ matrices
given by

Kµ1 = IQ ⊗ R{QH
P−1JPQP} (3.23)

Kµ2 = IQ ⊗ I{QH
P−1JPQP}, (3.24)

and Kν1 and Kν2 are (Q− 1)P × PQ matrices given by

Kν1 = R{QH
Q−1JQQQ} ⊗ IP (3.25)

Kν2 = I{QH
Q−1JQQQ} ⊗ IP , (3.26)

where JP and JQ are (P − 1)× P and (Q− 1)×Q selection matrices given by

JP =
[

0 IP−1

]
, JQ =

[
0 IQ−1

]
. (3.27)

After concatenating the r invariance relationships (3.22) (from l = 0 to l = r − 1) into a
matrix form, we obtain

Kµ1ΨΩµ = Kµ2Ψ (3.28)

Kν1ΨΩν = Kν2Ψ, (3.29)

and after using (3.21), we get

Kµ1Vr(TΩµT
−1) = Kµ2Vr

Kν1Vr(TΩνT
−1) = Kν2Vr,

(3.30)
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where Ωµ and Ων are diagonal matrices such that (Ωµ)ll = tan µl
2

and (Ων)ll = tan νl
2

. Finally,
we can solve the two systems of equations (3.30) to obtain (TΩµT

−1) and (TΩνT
−1), which

are similar matrices to Ωµ and Ων , and therefore share the eigenvalues, which in turn contain
the DoAs via the expressions tan µl

2
and tan νl

2
.

The practical application of the development just described is summarized below.

1) Calculate the N -sized FFT of the P × Q data streams received by the antenna array
and eliminate half of the spectrum.

2) Perform the centrosymmetric operations stated in (3.9), via the matrices QP and QQ.

3) Calculate the real part of the correlation matrix Rzz of the antenna array using each
frequency bin as a sample.

4) Considering r sources (assumed as a known number in this work), compute the eigen-
decomposition of R{Rzz} and select the r eigenvectors associated with the r greatest
eigenvalues. Concatenate those r eigenvectors into a matrix Vr.

5) Solve the linear equations Kµ1VrX = Kµ2Ψ and Kν1VrY = Kν2Ψ to find X and Y.

6) Form the complex matrix X + jY and find its complex eigenvalues {λl}r−1
l=0 .

7) Obtain the estimated DoAs (θxl, θyl) for the l-th signal as:

θxl = sin−1

(
2c

ω0dx
tan−1(R{λl})

)
(3.31)

θyl = sin−1

(
2c

ω0dy
tan−1(I{λl})

)
(3.32)

3.2.2 Application of the PFBs

For the application of the PFB, the PFB acts as a windowing function implemented efficiently
before the FFT. If we consider a mathematical development analogous to the one followed
in (3.8), we can write the signals transformed by the PFBs and then by the FFT as

Ẑ(k) =
1

2

r−1∑
l=0

aPla
T
Ql

N−1∑
n=0

M−1∑
m=0

h(n+mN)χl(n+mN)e−j
2πnk
N

+
1

2

r−1∑
l=0

a∗Pla
H
Ql

N−1∑
n=0

M−1∑
m=0

h(n+mN)χ∗l (n+mN)e−j
2πnk
N ,

(3.33)

where M is the tap number of the polyphase structure and h(n) represents the impulse
response of a low-pass filter with MN coefficients [27, 28, 29, 30, 31]. Then, performing the
same operations described in Section 3.2.1, we get an expression analogous to (3.16), given
by

Ẑ = Sm1F
′
NHWH + jSm2G

′
NHWH , (3.34)
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where F′N and G′N are matrices analogous to FN and GN , but with the difference that, in this
case, they containNM samples and are written as F′N = [f(0) ... f(N) f(N + 1) ... f(NM)],
G′N = [g(0) ... g(N) g(N + 1) ... g(NM)] (that is to say, they are r × NM matrices), and
H is a NM ×N real matrix given by

H =


H0

H1
...

HM−1

 , (3.35)

where each {Hm}M−1
m=0 is a diagonal N × N real matrix with (Hm)nn = h(mN + n), with

n = 0, 1, ..., N − 1.

Given (3.34), we notice that all the results from Section 3.2.1 are valid for the PFB
implementation, with the difference that now Γ is given by

Γ =

[
R{HWHWH

HHH} I{HWHWH
HHH}

−I{HWHWH
HHH} R{HWHWH

HHH}

]
. (3.36)

Finally, note that from (3.34), the PFB-FFT implementation can be interpreted as a
complex digital mixing (multiplication by cos

(
2πnk
N

)
+j sin

(
2πnk
N

)
) followed by a low-pass filter

h(n), and hence, it constitutes and efficient way for implementing a digital downconverter,
with the additional benefits stated in Section 1.3.
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Chapter 4

Hardware Design

In this chapter, we present the design and implementation of RadioVision. The system
comprises an analog and digital part, as shown in Figure 4.1. Each of these parts are described
in the following subsections.

Digital System

×16

140 MSPS

Phase and Amplitude

Calibration
(3)

0-70 MHz
Signal Generator

1:16 Splitter

...×16

Amplification and Down-conversion
(2)

700-2600 MHz
Signal Generator (LO)

1:16 Splitter

...×16

×16

Radio AM/FM rejection
(1)

4× 4 Antenna
Array

×16

3G

80%

10:15AMLunes
13 de Abril, 2020

Santiago 18◦C

— O — O

Capacitor RF Amp. Mixer IF Filter IF Amp. ADC

Capacitor RF Amp. Mixer IF Filter IF Amp. ADC

Capacitor RF Amp. Mixer IF Filter IF Amp. ADC

FPGA
Virtex 6

700-2600 MHz
0-70 MHz

Analog part Digital part

Receiver

Figure 4.1: Schematic representation of RadioVision hardware.
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4.1 Analog system

The analog system is composed of two parts: the antenna array and the receiver. In Sec-
tions 4.1.1 and 4.1.2, we review these two components separately, followed by the integration
of both in Section 4.1.3.

4.1.1 Antenna Array

Since our system is intended for phone localization, an antenna array that works over the
entire mobile phone spectrum is required. To accomplish this, we selected the antenna
presented in [32], which has several advantages. First, it covers all the up-links from the
UMTS and LTE bands tendered in Chile (700–2600 MHz). Second, it features a wide average
half-power beamwidth of 72◦, which defines the field of view of the localization system. Third,
its built-in reflector ensures a half-space radiation pattern, which is necessary to avoid phase
ambiguities between the front and back of the array, and it also prevents interference and
coupling with the reception system. Finally, its small size (7.5 cm) allows operation without
phase ambiguities (or grating lobes) across the entire bandwidth within the field of view.
The key performance metrics of the antenna are summarized in Figure 4.2.
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Figure 4.2: Antenna presented in [32] and its leading figures of merit. (a) Fabricated antenna. (b) Measured
S11 parameter. The purple colored bands show the frequencies in which the antenna must operate to cover all
the LTE and UMTS uplinks. (c, d, e) Measured (solid lines) and simulated (dashed lines) radiation patterns
of the single-element antenna in dB at 820, 1890, and 2530 MHz. Purple lines correspond to the X-pol, while
orange lines correspond to the Y-pol. Measurements are normalized with respect to their maximum (left
value of Gm), and simulations are normalized with respect to their maximum (right value of Gm).
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4.1.2 Receiver

The receiver can be decomposed into three parts, enumerated as (1)–(3) in Figure 4.1. The
first part (1) is a series capacitor with a cut-off frequency of 100 MHz, which acts as a high-
pass filter and prevents AM and FM radio from entering the system and eventually reaching
the IF (0–70 MHz). The second part (2) has the typical elements expected on a heterodyne
receiver, which are RF and IF amplifiers, a DSB-mixer to obtain the baseband signal (up to
70 MHz), and a low-pass filter to prevent aliasing in the ADCs. It also has a 1-to-16 splitter
to distribute the LO signal. In the third part (3), a 1-to-16 splitter distributes a signal that
sweeps from 0 to 70 MHz. This signal is used to calibrate phase imbalances digitally, as
explained in Section 4.2.1.2.

Although Figure 4.1 presents the theoretical design of the receiver, several practical con-
siderations shaped its implementation. We opted for a modular approach when designing the
16-chain receiver, dividing it into multiple PCBs to house different components, as shown in
Figures 4.3(a) and (b). The mixers and low-pass filters are spread across four identical PCBs
known as downconverter boards. The RF amplifiers and series capacitors are placed together

DC cables

(a)

Rigid cables

1-to-4 Splitter

(b)

(c)

1-to-2 splitterLow-pass Filter

DSB Mixer

IF output

LO input

RF input

Vias fence

(d) (e)

Figure 4.3: RadioVision’s 16-chain receiver. (a) Top layer of the receiver, housing the 4 downconverter boards
(red), 16 RF amplifiers (yellow), 16 IF amplifiers (white) and all DC connections to bias the amplifiers. (b)
Bottom layer of the receiver, housing the 1-to-4 LO splitter, which is facing the metal plate to reduce coupling.
(c) 1-to-4 LO splitter. (d) 3D layout of the downconverter board. (e) Commercially available amplifiers.
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on 16 PCBs, and the IF amplifiers are also housed on separate PCBs. Additionally, a 1-to-4
splitter, shown in Figure 4.3(c), is used to distribute the LO signal to the four downconvert
boards, where the LO is further divided into the four channels of each downconverter board
by the use of successive 1-to-2 SMD splitters, as shown in Figure 4.3(d).

We placed the mixers and filters on four separate boards for economic reasons, as the unit
price decreases when external companies commission larger quantities of identical PCBs. The
32 amplifiers were placed on individual boards for better thermal management. This decision
was crucial because the receiver consumes 24 W of power, and consolidating all components
on a single PCB could lead to overheating and potential damage to the integrated circuits.

The 3D layout of the four downconverter boards can be seen in Figure 4.3(d), while
Figure 4.3(e) illustrates the commercially available PCB used for both the RF and IF ampli-
fication stages. The same amplifier design was selected for both stages because it is wideband,
operating effectively from 10 MHz to 4 GHz. Each amplifier board includes its own DC-block
capacitors, highlighted in red in the figure. In the 16 boards dedicated to RF amplification, we
replaced the DC-block capacitors with 1 nF capacitors to filter out signals below 100 MHz,
such as AM and FM radio, preventing them from reaching the IF stage. The 16 boards
designated for IF amplification remained unchanged.

Before continuing with the measurements of the complete receiver, we list some funda-
mental considerations.

z Since each amplifier provides a gain of 30–40 dB across its entire bandwidth, the com-
plete receiving chains exhibit very high overall gain. This high gain implies we must
prevent signal couplings, standing waves, and feedback loops.

z We opted for two separate DC inputs for the power supply: one for the 16 RF amplifiers
and another for the 16 IF amplifiers. This design choice is based on the fact that each
set of 16 amplifiers requires approximately 3 A of current, which is easily manageable
by the DC sources available in our laboratory. Using a single input for all 32 amplifiers
could introduce feedback loops within the IF signals and would demand around 6 A,
which exceeds the capacity of some of our DC sources. While using more than two
outputs is technically feasible, it would necessitate additional power sources, which we
deemed undesirable for simplicity and manageability.

z Ferrites and absorbent material were placed on the DC cables to mitigate any coupling
of high-frequency signals.

z Given the high gain of the system and the significant difference between the LO power
and the received signals (with LO power injected into the first splitter being around 20
dBm, while signals from the antennas are below -40 dBm), it was crucial to prevent LO
signal coupling into the RF tracks, which could otherwise saturate the amplifiers. To
address this problem, we attached the first LO splitter to the metal plate holding the
receiver, as shown in Figure 4.3(b), effectively creating a shielding effect similar to a
Faraday cage. In addition, rigid cables were used for the LO connections (Figure 4.3(b)),
as they offer better insulation compared to flexible cables.

z The cables entering the RF amplifiers from the antennas and those exiting the IF
amplifiers to the ADCs were also chosen to be rigid for two main reasons: (1) Rigid
cables provide better insulation compared to flexible alternatives, which helps to reduce
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coupling, and (2) rigid cables are more stable against mechanical movements, and
considering the high gain of the system, good stability in general is sought.

z As a precautionary measure, vias fences were installed on the downconverter boards
to separate each receiving chain and reduce potential interference. In addition, we
added small aluminum plates to enhance the physical separation further and minimize
signal coupling between adjacent channels. Subsequent coupling measurements showed
no appreciable difference between applying and not applying the aluminum plates.
However, as it required work to remove them, and they made no difference, we decided
to leave them fitted in the system.

z The order of the components in the receiver is relevant. Placing the anti-aliasing filter
before the IF amplifier helps eliminate leakage into the IF and reduces intermodulation
products, preventing them from saturating the IF amplifier.

The conversion gains of the 16 receiver chains after the IF amplifiers (that is to say, without
considering the (3) part of Figure 4.1) are shown in Figure 4.4 for all the LO configurations
needed to cover the up-links listed in Table 1.1. Note that the placement of the LO frequency
is important for the specific task of locating phones. Indeed, in the context of DSB mixers,
where no distinction is made between the upper and lower sidebands (USB and LSB), the
location of phones (which operate in the UL) can be significantly influenced by base stations
(which operate in the DL) if both UL and DL are overlapped in the IF. For example, as
can be seen in Figure 4.4, if the LO is placed at 2.5 GHz, the USB is in the desired UL of
2.505–2.565 GHz, but the LSB falls in the 2.4 GHz WiFi Band. As both bands are mixed
in a DSB mixer, it will not be possible to differentiate which source comes from which band,
and therefore, the DoAs cannot be estimated correctly. If the LO were placed at 2.57 GHz
to avoid WiFi, we would still have the same problem since now the desired UL would be in
the LSB, but the DL would be in the USB. This example demonstrates the importance of
being able to flag channels to avoid interference (2.4 GHz WiFi Band or base station DL in
the case of 2.5 GHz).
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Figure 4.4: Conversion gain of the 16 receiver chains. The purple bands correspond to the up-links, the
green bands to the down-links, and the gray bands to the digital dividend (≈ 600–700 MHz) and WiFi (≈
2400–2500 MHz).
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Table 4.1: LO positioning for each band, the frequencies to flag, and the operation that specifies whether the
uplink falls in the upper or lower sideband after downconversion.

Band UL (MHz) DL (MHz) LO frequency (MHz) Operation Bands to flag (MHz)
28 APT (LTE) 703–748 758–803 690 USB 690–703, 748–760
5 CLR (UMTS) 824–849 869–894 820 USB 820–825, 837–890
8 E-GSM (UMTS) 902–912 947–957 922 LSB 922–912, 900–852
10 AWS (LTE) 1710–1770 2110–2170 1700 USB 1700–1710, 1768–1770
2 PCS (LTE) 1850-1910 1930–1990 1840 USB 1840–1850, 1908–1910
7 IMT-E (LTE) 2505–2565 2625–2685 2570 LSB 2570–2565, 2520–2500

From Figure 4.4, it becomes clear which LO frequencies and channels should be selected
to maximize the uplink bandwidth coverage while minimizing contamination from downlink
signals. The selected LO frequencies and channels to flag for each uplink are presented in
Table 4.1. In the 8 E-GSM and 7 IMT-E bands, it is more effective to position the LO at
the higher end of the uplink range. This results in the uplink signal falling into the LSB
after downconversion, and as a consequence, the DoA estimation produces a sign reversal
(Appendix D). Another important aspect is that in nearly all cases, the LO is positioned 10
MHz below the start of the band. This strategy compensates for the non-flat response of the
receiver at these frequencies.

4.1.3 Integration of the analog part

Finally, we show the integration of the analog part in Figure 4.5. We assembled the 4 × 4
antenna array and the reflector at the front of a 50×50×50 cm3 plastic box with the receiver
inside. We lined the inside of the plastic box with aluminum foil, creating a Faraday cage
to prevent external RF signals from coupling into the receiver. We also placed absorbing
material at strategic points within the Faraday cage -obtained experimentally through trial
and error- to prevent the formation of standing waves and feedback loops inside the box.

Optical Camera

Reflector

4× 4 Antenna Array

Interior of the Faraday Cage

Faraday Cage

(3)

(1)

(2)

USB cable from
optical camera

Figure 4.5: Assembly of the analog part of RadioVision. The receiver is placed inside a Faraday Cage to
prevent external RF signals from coupling. (1) Absorbent material to prevent reflections and feedback loops
inside the box. (2) Absorbent material in the DC cables. (3) RF and IF amplifiers.

47



CHAPTER 4. HARDWARE DESIGN

4.2 Digital system

The digital system is implemented in the ROACH-2 platform 1 (Reconfigurable Open Ar-
chitecture Computing Hardware) developed by the CASPER group (Collaboration for As-
tronomy Signal Processing and Electronics Research), shown in Figure 4.6. The board’s key
components include the Xilinx Virtex-6 XC6VSX475T FPGA, 4 HMCAD1511 integrated
circuits housing 16 ADCs with a sampling rate of 140 MSPS, and a microcomputer PowerPC
440EPx to provide control functions. The 4 HMCAD1511 integrated circuits are integrated
into an adc16x250-8 rev. 2 board developed by CASPER. One problem with this card is
the start ambiguity, which causes the data delivered by two chips to not necessarily be syn-
chronized since it cannot be ensured that both start at the same clock edge. This results
in the ADCs being out of phase even when an identical signal is injected at their input.
Although CASPER offers a calibration method based on a ruby code to address this issue,
the downside is that it halves the available bandwidth. To avoid this trade-off, we developed
our method to calibrate the phase offsets of the ADCs. This calibration process is performed
using the system identified as (3) in Figure 4.1 and is further explained in Section 4.2.1,
ensuring proper synchronization without reducing bandwidth.

Upon entering the ROACH-2, the signals are digitized to 8 bits by the ADCs operating at
140 MSPS, which allows processing signals with a bandwidth of 70 MHz (in accordance with
the anti-aliasing filter). Then, the FPGA performs most of the calculations required in the
algorithm described in Chapter 3. Specifically, the digital system implemented in the FPGA
-illustrated in Figure 4.7- comprises three fundamental parts: the PFB-FFT stage (multipli-
cations by the matrices H and WH), the centrosymmetric matrix multiplication stage (QP

and QQ), and the correlation matrix accumulation and computation stage (R{Rzz}), which
are explained separately in the following sections. The remaining parts of the DoA estima-
tion algorithm and any additional post-processing calculations are executed on a computer,
as detailed in Chapter 5.

16 ADCs ADC
inputsClock

Synthesizer

FPGA Virtex 6

Figure 4.6: Image of the ROACH-2 board.

1https://casper.berkeley.edu/wiki/ROACH-2_Revision_2
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Figure 4.7: Block diagram of the digital system implemented in the FPGA Virtex 6. The PFB and FFT blocks
are provided by CASPER, the red blocks represent block-RAMs (i.e., memory), the green blocks represent
software-register that can be acceded by the computer, and the green lines represent communication between
the FPGA and the computer.

4.2.1 PFB-FFT and Calibration stages

For the PFB-FFT implementation, we employ a 128-point FFT and a PFB incorporating
four taps and a Hamming windowing function. The PFB-FFT outputs are then passed to
the DoA algorithm, but before that, it is crucial to correct the system’s amplitude and phase
imbalances. This correction is done using pre-stored values in memory, denoted in Figure 4.7
as Rei, Imi, and Ci = Rei + jImi for i = 0, . . . , 15, representing the real and imaginary
components of the correction factors for each frequency channel. By applying a complex
multiplication to these values, the system is able to smooth out both amplitude and phase
discrepancies across the receiver chains. The primary goal of this calibration step is to adjust
the amplitude and phase imbalances presented in the receiver, which are constants measured
once, as well as the time delays among the 16 ADCs, which need to be measured each time
the ROACH-2 is powered on. In the following sections, we explain the calibration of the
receiver and the ADCs separately.
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Figure 4.8: Schematic representation of the receiver calibration setup. We show the FFT power spectrum for
illustration purposes, but both real and imaginary values of the k-th frequency channel are saved in memory.

4.2.1.1 Calibration of the Receiver

To evaluate the amplitude and phase imbalances of the receiver, we used a signal gen-
erator connected to all 16 chains of the receiver via a 1-to-16 splitter, as shown in Fig-
ure 4.8. We performed amplitude and phase measurements across the IF bandwidth for each
of the six frequency bands listed in Table 1.1, corresponding to LO frequencies of fLO ∈
{690, 820, 922, 1700, 1840, 2570} MHz. For each band, we swept from fLO to fLO + 70 MHz,
ensuring that each frequency input aligns with a frequency channel in the FFT spectrum.
Since we have a 128-point FFT applied to real signals, we have 64 valuable channels per spec-
trum, and hence, the frequency step of the sweep is calculated as 70 MHz/64= 1.09375 MHz.
The receiver calibration algorithm is outlined below:

1) Select a frequency band: Start with the 28 APT band and set the LO frequency to
690 MHz, fLO = 690 MHz.

2) Program Frequency Sweep: Configure the signal generator to sweep frequencies
from fLO to fLO + 70 MHz, with steps of ∆f = 1.09375 MHz.

3) Record FFT Spectra: For each frequency step fLO + k∆f , acquire the FFT spectra
from the 16 ADCs in the FPGA. Save only the k-th frequency channel. Denote the
real and imaginary values of the FFT result for the i-th ADC as Ai(k) and Bi(k),
respectively.

4) Compute Amplitude and Phase: After completing the sweep, collect measurements
across the entire IF bandwidth, {Ai(k) + jBi(k)}k=63

k=0 . Compute the amplitude and

phase for each receiver chain as {
√
A2
i (k) +B2

i (k)}k=63
k=0 and

{
tan−1

(
Bi(k)
Ai(k)

)
+ C(k)

}k=63

k=0
,

i = 0, ..., 15, where C(k) is an arbitrary constant (constant for all antennas, but differ-
ent for all frequency channels) that depends on the phase reference. We chose antenna
0, located at one of the corners of the antenna array, as the reference point for phase

calibration. Thus, C(k) = − tan−1
(
B0(k)
A0(k)

)
.

5) Repeat for All LO Frequencies: Repeat steps (2) through (4) for the remaining
LO frequencies.
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The measured amplitudes and phases of the six frequency bands listed in Table 1.1 are
depicted in Figures 4.9 and 4.10, with flagged frequency channels excluded from consideration.

It is important to note that this setup only allows measuring the combined phase shifts
from both the receiver and the ADCs. To isolate the receiver phase shifts, the phase offsets
from the ADCs must first be measured (as shown in Section 4.2.1.2) and subtracted from
the total phase measurements. In terms of amplitude, the values obtained are akin to the
conversion gain shown in Figure 4.4, with the key distinction being that this now includes
consideration of the (3) part of Figure 4.1.

Given the high gain of the system, an additional concern was the isolation properties of the
1-to-16 splitter used to divide the RF signal from the signal generator. Ideally, the splitter
should have infinite isolation to prevent feedback loops. In practice, this was unattainable,
so a directional coupler with 40 dB isolation was employed for the measurements. However,
since the coupler only splits the signal into two paths, the experiment had to be repeated
15 times, with antenna 0 as a reference for all measurements. The amplitude and phase
responses of the coupler were subsequently corrected during post-processing.

To verify the stability of the amplitude and phase calibration values, measurements were
repeated on three different days: Day 1, Day 2, and Day 3, with Day 3 occurring one
week after Day 1. The differences in amplitude and phase across these days are illustrated
in Figures 4.11 and 4.12. Though the amplitude is measured in arbitrary units, the focus
remains on the relative differences between the receiver chains rather than the absolute values.

For most of the chains, day-to-day phase variations remained within ±5◦, a level of varia-
tion deemed negligible for DoA estimation methods, ensuring the reliability of the system’s
performance. The exception occurred in one chain on Day 2, where significantly different
phase values were observed. This deviation was traced to a poor electrical connection at the
SMA connectors. Once the connection was reestablished, subsequent measurements returned
to the expected range.

Finally, it is worth noting that the phase responses as a function of frequency were not
linear, suggesting that the phase shifts are not merely the result of differences in electrical
length. Instead, they likely stem from more complex structures involving multiple intercon-
nected paths or equivalent networks of capacitances and inductances forming higher-order
systems.
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Figure 4.9: Measured amplitudes of the 16 receiver chains on three different days. (a) LO at 690 MHz. (b)
LO at 820 MHz. (c) LO at 922 MHz. (d) LO at 1700 MHz. (e) LO at 1840 MHz. (f) LO at 2570 MHz.

52



4.2. DIGITAL SYSTEM

0 10 20 30 40 50 60 70
Frequency (MHz)

−20

0

20

40

60

80

P
h

as
e

(d
eg

re
es

)
Day 1

0 10 20 30 40 50 60 70
Frequency (MHz)

−20

−15

−10

−5

0

5

10

15

20
Day 2

0 10 20 30 40 50 60 70
Frequency (MHz)

−20

0

20

40

60

80

Day 3

(a)

0 10 20 30 40 50 60 70
Frequency (MHz)

−10

0

10

20

P
h

as
e

(d
eg

re
es

)

Day 1

0 10 20 30 40 50 60 70
Frequency (MHz)

−15

−10

−5

0

5

Day 2

0 10 20 30 40 50 60 70
Frequency (MHz)

−10

0

10

20

Day 3

(b)

0 10 20 30 40 50 60 70
Frequency (MHz)

−20

−15

−10

−5

0

5

10

15

P
h

as
e

(d
eg

re
es

)

Day 1

0 10 20 30 40 50 60 70
Frequency (MHz)

−10

−5

0

5

10

15

Day 2

0 10 20 30 40 50 60 70
Frequency (MHz)

−20

−15

−10

−5

0

5

10

15

Day 3

(c)

0 10 20 30 40 50 60 70
Frequency (MHz)

−25

−20

−15

−10

−5

0

5

10

P
h

as
e

(d
eg

re
es

)

Day 1

0 10 20 30 40 50 60 70
Frequency (MHz)

−25

−20

−15

−10

−5

0

5

Day 2

0 10 20 30 40 50 60 70
Frequency (MHz)

−25

−20

−15

−10

−5

0

5

10
Day 3

(d)

0 10 20 30 40 50 60 70
Frequency (MHz)

−40

−30

−20

−10

0

10

20

P
h

as
e

(d
eg

re
es

)

Day 1

0 10 20 30 40 50 60 70
Frequency (MHz)

−40

−30

−20

−10

0

Day 2

0 10 20 30 40 50 60 70
Frequency (MHz)

−40

−30

−20

−10

0

10

20

Day 3

(e)

0 10 20 30 40 50 60 70
Frequency (MHz)

−10

0

10

20

30

40

P
h

as
e

(d
eg

re
es

)

Day 1

0 10 20 30 40 50 60 70
Frequency (MHz)

0

10

20

30

40

Day 2

0 10 20 30 40 50 60 70
Frequency (MHz)

−10

0

10

20

30

40

Day 3

(f)

Figure 4.10: Measured phases of the 16 receiver chains on three different days. (a) LO at 690 MHz. (b) LO
at 820 MHz. (c) LO at 922 MHz. (d) LO at 1700 MHz. (e) LO at 1840 MHz. (f) LO at 2570 MHz.
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Figure 4.11: Differences of the measured amplitudes of the 16 receiver chains across consecutive days. (a)
LO at 690 MHz. (b) LO at 820 MHz. (c) LO at 922 MHz. (d) LO at 1700 MHz. (e) LO at 1840 MHz. (f)
LO at 2570 MHz.
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Figure 4.12: Differences of the measured phases of the 16 receiver chains across consecutive days. (a) LO at
690 MHz. (b) LO at 820 MHz. (c) LO at 922 MHz. (d) LO at 1700 MHz. (e) LO at 1840 MHz. (f) LO at
2570 MHz.
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Having obtained the amplitude and phase curves for all receiving chains, with antenna
0 as the reference, the receiver calibration can be carried out by loading the appropriate
calibration values

Rei(k) + jImi(k) =
A2

0(k) +B2
0(k)

A2
i (k) +B2

i (k)
e
−j
(

tan−1
(
Bi(k)

Ai(k)

)
−tan−1

(
B0(k)
A0(k)

))
(4.1)

into the software registers shown in Figure 4.7. However, before loading the registers, the
ADCs must first be calibrated, and unwanted frequency channels must be flagged. These
additional steps are addressed in Section 4.2.1.3, where the complete calibration process for
both the receiver and ADCs is implemented.

4.2.1.2 Calibration of the ADCs

The setup for calibrating the ADCs is shown in Figure 4.13, and the procedure is similar to
the one described in Section 4.2.1.1, with a few subtle differences. First, only a single mea-
surement across the IF bandwidth is needed. In this case, the signal generator, connected as
shown in the figure, is swept from 0 MHz to 70 MHz with a step size of ∆f = 1.09375 MHz.
Second, since the ADCs do not exhibit amplitude imbalances, only the phase must be mea-
sured. Lastly, because the receiver is turned off during this process and high gain is not a
factor, we can use a 1-to-16 splitter, even if it does not have ideal isolation characteristics.

In this case, we save the phase values (using again the antenna 0 as reference) as

tan−1

(
Di(k)

Ci(k)

)
− tan−1

(
D0(k)

C0(k)

)
, (4.2)

where Ci(k) and Di(k), for i = 0, ...., 15, denote the real and imaginary part of the k-th FFT
frequency channel of the i-th ADC.
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Figure 4.13: Schematic representation of the ADCs calibration setup. We show the FFT power spectrum for
illustration purposes, but both real and imaginary values of the k-th frequency channel are saved in memory.
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4.2.1.3 Complete Calibration and Frequency flagging

After saving the amplitude and phase measurements of both the receiver and the ADCs, we
proceed by writing the software registers shown in Figure 4.7 with the calibration values

Ci(k) = Rei(k) + jImi(k)

=
A2

0(k) +B2
0(k)

A2
i (k) +B2

i (k)
e
−j
([

tan−1
(
Bi(k)

Ai(k)

)
+tan−1

(
Di(k)

Ci(k)

)]
−
[
tan−1

(
B0(k)
A0(k)

)
+tan−1

(
D0(k)
C0(k)

)]) (4.3)

Additionally, during this step, unwanted frequency channels can be flagged by multiplying
their corresponding FFT channels by zero. Let K represent the set of channels to be flagged.
Thus, the calibration values written to the software registers are given by

Ci(k) =

{
0 , if k ∈ K

A2
0(k)+B2

0(k)

A2
i (k)+B2

i (k)
e
−j
([

tan−1
(
Bi(k)

Ai(k)

)
+tan−1

(
Di(k)

Ci(k)

)]
−
[
tan−1

(
B0(k)
A0(k)

)
+tan−1

(
D0(k)
C0(k)

)])
, otherwise

(4.4)

4.2.2 Centrosymmetric stage

For the implementation of the centrosymmetric operations, notice that the matrices QP and
QQ consist mainly of ones and zeros (scaled by 1/

√
2). Hence, we emphasize that there is

no necessity to implement complicated matrix multiplications in the FPGA. Specifically, we
have P = Q = 4, and

QP = QQ =


1 0 j 0
0 1 0 j
0 1 0 −j
1 0 −j 0

 , (4.5)

we will ignore the 1/
√

2 factor since we afterward compute the eigendecomposition of the
correlation matrix, unaffected by scaling factors. Hence, if we name the k-th FFT channel
associated with the (p, q)-th antenna of the array as ẑpq(k), the multiplication stated in (3.9)
is given by

Ẑ′(k) = QH
P Ẑ(k)Q∗Q

=


1 0 0 1
0 1 1 0
−j 0 0 j
0 −j j 0



ẑ00(k) ẑ01(k) ẑ02(k) ẑ03(k)
ẑ10(k) ẑ11(k) ẑ12(k) ẑ13(k)
ẑ20(k) ẑ21(k) ẑ22(k) ẑ23(k)
ẑ30(k) ẑ31(k) ẑ32(k) ẑ33(k)




1 0 j 0
0 1 0 j
0 1 0 −j
1 0 −j 0

 (4.6)
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This multiplication corresponds to additions and subtractions between the real and imaginary
parts of the outputs of the FFT blocks of all the ADCs. For example, the first output of the
centrosymmetric block shown Figure 4.7 is

[
1 0 0 1

] 
ẑ00(k) + ẑ03(k)
ẑ10(k) + ẑ13(k)
ẑ20(k) + ẑ23(k)
ẑ30(k) + ẑ33(k)

 = ẑ00(k) + ẑ03(k) + ẑ30(k) + ẑ33(k) (4.7)

Note that multiplying by j swaps the real and imaginary parts, so no multiplications are
needed. In conclusion, the centrosymmetric block from Figure 4.7 consists of adders and
subtracters, mixing all the real and imaginary parts of the antenna array elements with
operations deduced from (4.6).

4.2.3 Correlation and accumulation stage

Finally, for the computation of the correlation matrix, we observe that from (3.19), the real
part of the matrix Rzz can be expressed as

R{Rzz} = R{ẐẐH} = R

{
N−1∑
k=0

Ẑ(k)Ẑ(k)H

}

=
N−1∑
k=0

R{Ẑ(k)}R{Ẑ(k)}T +
N−1∑
k=0

I{Ẑ(k)}I{Ẑ(k)}T .

(4.8)

This formulation eliminates the need to construct the full matrix Ẑ and then compute the
product ẐẐH , which is computationally expensive. Instead, the correlation matrix is built
incrementally by summing the products of the real and imaginary parts of each FFT channel
at every clock cycle. This significantly reduces the computational load.

Additionally, it is not required to base the accumulation on a single spectrum. If multiple
spectrums are available within a time frame that is shorter than the minimum duration of
the phone signals (approximately 1 ms, as shown in Figure 3.1), the accumulation can be
extended from k = 0 to k = NS − 1, where S represents the number of spectra.

4.3 Camera Calibration

Once the DoAs are estimated by the digital system (FPGA and computer), their posi-
tions in degrees must be mapped to the optical images captured by the camera, which
use pixel coordinates. This transformation, converting degrees to pixels (pixel position
= F(angular position)), requires a camera calibration.

Standard camera calibration involves placing objects at known angles and recording their
pixel positions. A polynomial is then fitted to these data points to approximate F . For this
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Figure 4.14: Camera calibration and the derived function for transforming estimated DoAs into pixel coor-
dinates.

system, however, the calibration process incorporated DoA estimation errors. The camera
calibration was performed by placing RF sources in front of the camera, using the algorithm
to estimate their angles, and fitting a third-degree polynomial to relate the estimated angles
with the observed pixel positions.

Calibrations were conducted at various frequencies, with the 1700 MHz band yielding
the most accurate results through trial and error. The resulting transformation function for
mapping DoAs to pixels is illustrated in Figure 4.14.

4.4 External Effects

4.4.1 Noise Floor Increase

RadioVision experiences a higher noise floor when operating outdoors due to high-power
base stations, possible saturation in the receiver, and/or the mixing effects mentioned in Sec-
tion 2.2.2. This phenomenon is particularly noticeable compared to operations in controlled
environments that experience minimal electromagnetic interference. Figure 4.15 illustrates
this difference by showing measurements of the RadioVision noise floor taken in an anechoic
chamber, which provides solid electromagnetic isolation, versus measurements taken outdoors
at the Astronomy Department of the Universidad de Chile near several base stations. These
results highlight the impact of environmental electromagnetic interference on the noise floor,
dynamic range, and overall system performance.
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Figure 4.15: Measurement of the noise floor across 16 receiver chains. The FPGA processes the FFTs. (a)
LO at 690 MHz. (b) LO at 820 MHz. (c) LO at 922 MHz. (d) LO at 1700 MHz. (e) LO at 1840 MHz. (f)
LO at 2570 MHz.

60



Chapter 5

Software Design

5.1 Task Partitioning: FPGA and Computer Work Di-

vision

The DoA computation pipeline is a two-stage system comprising an FPGA and a computer.
Each of RadioVision’s 16 ADCs captures 8-bit data continuously at 140 MSPS, resulting in
a total data rate of 2.24 GB/s (8 bit ×140 MSPS ×16 ADCs = 1 byte ×140 MSPS ×16
ADCs). This massive data flow must be processed in real-time without any loss. To meet
this requirement, the FPGA handles tasks such as ADCs and system calibration, channel
flagging, and the most time-consuming task of calculating the correlation matrix. Meanwhile,
the computer performs the more complex linear algebra operations needed for DoA estima-
tion, the post-processing steps -like applying a moving average to the estimated DoAs- and
the superposition of the estimated DoAs onto the optical image captured by RadioVision’s
camera.

The task partitioning strategy we have chosen is optimal. On the one hand, it is ideal
to perform the correlation matrix computation for the 16 antennas on the FPGA due to its
ability to execute multiple operations in parallel. The 16-antenna correlation matrix consists
of 136 time-accumulations of the form

NS−1∑
k=0

xm(k)xn(k), m = 0, ..., 15, n = 0, ..., 15 m ≥ n, (5.1)

as derived from Section 4.2.3. The FPGA can handle all 136 accumulations in parallel without
requiring data to be loaded from RAM. Furthermore, the FPGA can simultaneously manage
the necessary multiplications, additions, and register writing. This parallelism allows the
FPGA to accumulate NS − 1 samples in just NS − 1 clock cycles.
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Given that the FPGA clock operates at 140 MHz, accumulating up to 218 = 262144
samples would take only 1.87 ms, aligning with the duration of a telephone beacon -the
minimum time unit we want to detect-. Since DoA estimation methods have demonstrated
high accuracy with as few as 64 samples [9], we anticipate that the accumulated 218 samples
per beacon will yield excellent performance.

On the other hand, implementing the linear algebra steps outside the FPGA is also op-
timal. In this work, we attempted to execute basic linear algebra operations on the FPGA,
such as multiplications, solutions of linear systems of equations, and the QR decomposition
to obtain the eigendecomposition of a matrix. Although we obtained satisfactory results in
accuracy and efficiency, the computational cost proved prohibitive, and it was not feasible to
program all these steps within the FPGA, given the available technology. As a result, the
linear algebra computations had to be offloaded to a computer.

5.2 Approach to the Multiple Processes of the Com-

puter Program

Now that we have established the division of tasks between the FPGA and the computer, and
considering that the FPGA processes are thoroughly described in Section 4.2, the following
sections will detail the processes executed by the computer. Given that RadioVision is
a real-time system, the software must continuously handle multiple operations in parallel,
such as reading data from the FPGA, performing the required linear algebra computations,
and simultaneously generating and displaying the augmented reality image. To achieve this
concurrency level and ensure a smooth, continuous display of the augmented reality overlay,
the RadioVision software leverages Python’s multiprocessing library.

5.2.1 Data Reception and DoA calculation

The software code begins with a loop that requests the correlation matrix from the FPGA,
which is transmitted to the computer using a TCP/IP protocol. To efficiently manage this
data flow, a non-blocking queue with a capacity of 20 matrices is initialized using the multi-
processing library. The non-blocking nature of the queue ensures that the process does not
freeze when it reaches its capacity. Therefore, if the queue becomes full and a new request is
made, the other processes continue to operate without interruption. However, any new data
will not be entered into the queue and will be lost.

5.2.1.1 First Eigendecomposition

In parallel, we pass the received correlation matrices to a separate process dedicated to
performing the linear algebra operations outlined in Chapter 3. Specifically, given that
R{Rzz} represents the numpy array of 16 × 16 elements, the first step in this process is
to compute the eigendecomposition of R{Rzz}, which is carried out using the Python linear
algebra library. Subsequently, we must select the r eigenvectors corresponding to the r largest
eigenvalues, where r represents the number of signal sources.
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5.2.1.2 Source Number Criteria

For the source number estimation, we tried to implement the methods documented in [13,
14, 15, 16], but none worked stably. For testing with continuous wave controlled sources, the
inability to estimate the source number is not a problem since we can force the value of r into
the algorithm. However, when treating sporadic sources such as cell phones, it is necessary
to address the problem and correctly estimate the number of sources. By implementing the
following strategy, we could only differentiate when there is or is not a source.

To estimate the case r = 0 reliably, we should note that all eigenvalues of the correlation
matrix are close to 0 when there are no signals [6, 7]. Therefore, if we sort the 16 eigenvalues
as λ1 ≥ λ2 ≥ ... ≥ λ16, it is expected that λ1 should be not much greater than λ16, and
consequently we can define a threshold u1, such that if λ1/λ16 (dB) ≥ u1, we can assume
that r 6= 0.

For the case r ≥ 2, we can do something similar, noting that in the presence of more than
one signal, the rest of the eigenvalues that follow λ1 begin to grow in value. Therefore, we
can define a second threshold u2, such that if λ1/λ2 ≥ u2, we can assume that r < 2. In
conclusion, we can reliably estimate both when r = 0 and r = 1. For r = 0, we must ensure
that the λ1/λ16 ≥ u1 criterion is not met, while for r = 1 both the criteria λ1/λ16 ≥ u1 and
λ1/λ2 ≥ u2 must met.

Note that if λ1 (and therefore every λi with i > 1) is close to λ16, then λ1/λ16 (dB) is
also close to 0. Additionally, we have experimentally verified that λ16 > 0 when there is
at least one source present, and that λ16 = 0 only occurs when no sources are present and
all eigenvalues are near 0. Consequently, we force λ1/λ16 (dB) = 0, λ2/λ16 (dB) = 0, ...,
λr/λ16 (dB) = 0 when λ16 = 0.

Finally, when we know the number of sources in advance (such as in controlled laboratory
conditions), we can set r. We can further evaluate λ1/λ16, λ2/λ16, ..., λr/λ16 to estimate the
confidence in detecting each of the sources.

5.2.1.3 Solution of the system of equations and Second Eigendecomposition

Once we have identified the number r, we pass the first r eigenvectors and eigenvalues as
16 × 1 and 16 × 1 numpy arrays V1, V2, ..., Vr and L = [λ1 λ2 ... λr] to another parallel
process. In this process, we form the 16 × r numpy array V = [V1 V2 ... Vr] and we solve
the system of equations (3.30) by applying the pseudo inverse available in the linear algebra
library as

X = (Kµ1V)+Kµ2V

Y = (Kν1V)+Kν2V,
(5.2)

where + denotes the pseudo inverse. After obtaining X and Y, we perform in this same
process the eigendecomposition of X + jY (again via the linear algebra library) and then
obtain the estimated DoAs from its eigenvalues, as stated in Chapter 3.
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5.2.2 Moving Average

In the case of having a single source with multiple detections (for example, a CW source
or a cellphone on call), we can use post-processing techniques to improve the result of the
estimates. Indeed, measurements with high values of λ1/λ16 can be considered reliable, and
measurements with low values of λ1/λ16 can be considered unreliable due to the proximity
to noise. With this, a moving average can be formed to obtain a single DoA from a cloud of
DoAs. Specifically, we can average N DoAs to form the moving average

y(n) =
1

W (n)

n∑
k=n−N+1

x(k)w(k)

W (n) =
n∑

k=n−N+1

w(k),

(5.3)

where {x(k)} is the sequence of DoAs calculated from N consecutive correlation matrices,
and {w(k)} are the weights, given by λ1(k)/λ16(k). If any of the criteria λ1(k)/λ16(k) ≥ u1 or
λ1(k)/λ2(k) ≥ u2 are not met, the value of w(k) is considered as 0, so it does not contribute
to the average.

Note that if many consecutive values of w(k) are null, the value of W (n) will also be null.
More generally, if multiple values of w(k) are unreliable, with λ1(k) ≈ λ16(k) and low SNR,
the value of W (n) will be low and equally unreliable. Therefore, similar to the criteria u1

and u2, we define a threshold u3, such that if W (n) > u3, the moving average is considered
reliable. Otherwise, we discard the value. In this thesis, we have set u3 = 0 for simplicity,
but other values could be explored in the future.

Finally, we can calculate separate moving averages for the DoAs in the directions of x
and y. Specifically, denoting the DoAs as θx(k) and θy(k), both weighted by w(k), given by
λ1(k)/λ16(k), we can define two moving averages as

Θx(n) =
1

Wx(n)

n∑
k=n−Nx+1

θx(k)w(k)

Wx(n) =
n∑

k=n−Nx+1

w(k),

(5.4)

and

Θy(n) =
1

Wy(n)

n∑
k=n−Ny+1

θy(k)w(k)

Wy(n) =
n∑

k=n−Ny+1

w(k),

(5.5)
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where Nx and Ny represent the number of samples used for the x and y direction estimations,
respectively.

Experimentally, we observed that at least when RadioVision is close to the ground (≈ 1 m),
the values in the y direction tend to have a higher standard deviation, which we attribute to
ground reflections. For this reason, in this thesis, we opted to use different sample sizes for
the moving averages, with Nx = 10 and Ny = 30.

5.2.3 Image Formation

For image formation, we execute a parallel process that utilizes Python’s OpenCV library to
capture frames from the optical camera and overlay the calculated DoA values as markers.
These values can represent (1) the instantaneous DoAs computed from the matrix received
from the FPGA, (2) the results passed through the moving average filter, or (3) a combination
of both. This approach provides flexibility in visualizing the raw data or the smoothed results,
ensuring that the final augmented reality image accurately reflects the system’s real-time DoA
estimations.

5.2.4 Band Change

Finally, the code includes an option to scan all the frequency bands listed in Table 1.1 at
intervals of x seconds, where x is a user-programmable variable. This functionality is im-
plemented using the PyVISA Python library, which facilitates communication with external
equipment responsible for generating the LO tone. The equipment is connected to the main
RadioVision computer via Ethernet, allowing the system to automatically cycle through the
different frequency bands at the defined intervals.
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Chapter 6

Field Measurement Tests

To validate our system, we conducted several experiments related to source localization.
Specifically, experiments were performed with CW sources (i.e., antennas connected to lab-
oratory sources) and cellphones in call. Additionally, the experiments were carried out in
various environmental conditions. In the following sections, we present both the setup and
the results of each test. We show the CW experiments in Section 6.1 and the experiments
with cellphones in Section 6.2. It is worth mentioning that our system can localize single
beacons as short as 1 ms in duration and can accurately locate cellphones in stand-by mode.
However, to show a larger sample size and enhanced time-based accuracy, we have presented
the experiments using only continuous phone calls, excluding tests with messaging or phones
in stand-by mode.

6.1 Tests with one and two synthetic CW sources

For these experiments, we conducted two tests at the Astronomy Department of the Uni-
versidad de Chile, where our laboratory is located. It is important to mention that the
area hosts numerous base stations, resulting in interference from nearby stations and mobile
phones within the building. In the first test, a single antenna was placed inside an office 20
meters away from RadioVision, as shown in Figure 6.1(a), which displays the optical image
captured by RadioVision’s camera. In the second test, two antennas were positioned 10 me-
ters apart, as illustrated in Figure 6.1(b). For both tests, RadioVision was set at a height of
approximately 1 meter.

In the first test, the source (Source 0) was fed with a sine wave of 1850 MHz and a power
of 0 dBm, while the LO was set at 1840 MHz. In the second test, sources 1 and 2 were fed
with sine waves of 1870 and 1855 MHz, respectively, both with powers of −5 dBm, while the
LO was set at 1840 MHz. Sources 0, 1 and 2 were located at (−13◦, 3◦), (−8.8◦,−6.4◦) and
(22.6◦,−4.7◦), respectively. For DoA estimation, we manually forced r = 1 in the first test
and r = 2 in the second test (i.e., the number of sources was not estimated but rather given as
known). The experiments lasted 12 and 50 seconds, and the results associated with the DoA
estimation are shown in panels (a) and (b) of Figures 6.2 and 6.3. We used an experimentally
obtained u1 = 20 dB threshold for these tests. As can be seen, the values obtained are stable
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Figure 6.1: Source placement in the astronomy department. (a) Test with one source. (b) Test with two
sources.
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Figure 6.2: DoA estimation of a single source located at (−13◦, 3◦). The experiment lasted 12 seconds, in
which 376 accumulation matrices were collected for DoA estimation. (a) DoAs in the horizontal axis. (b)
DoAs in the vertical axis. (c) λ1/λ16 and λ2/λ16 criteria. The green areas correspond to the time instants
for which λ1

λ16
< u1, where the detection is considered invalid.

over time for both x and y axes, with low standard deviations and root-mean-square errors
(RMSE), as shown in Table 6.1, which demonstrates the accuracy of the algorithm. Note
that although the net error in the x axis is larger in source 2, this is because the angle is
farther from 0 for that source. Concerning the y axis, it can be seen that there is a greater
root mean square error in source 2. The errors in this case are attributed to the proximity to
the floor, which contributes to multipath reflections, especially due to the proximity between
sources and receivers (10–20 meters). The mean 2D squared errors for sources 0, 1, and 2
are 0.29◦, 1.04◦, and 2.47◦, respectively, resulting in an overall 2D RMSE of 1.27◦ across all
tests.
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Figure 6.3: DoA estimation of two sources located at (−8.8◦,−6.4◦) and (22.6◦,−4.7◦). The experiment
lasted 50 seconds, in which 1550 accumulation matrices were collected for DoA estimation. (a) DoAs in the
horizontal axis. (b) DoAs in the vertical axis. (c) λ1/λ16 and λ2/λ16 criteria. The green areas correspond to
the time instants for which λ1

λ16
< u1, where the detection is considered invalid.

Table 6.1: Mean (µ), standard deviation (σ), and RMSE values for the experiments shown in Figure 6.1.

Parameter Source 0, x Source 0, y Source 1, x Source 1, y Source 2, x Source 2, y
Real DoA (deg) −13 3 −8.8 −6.4 22.6 −4.7
µ (deg) −12.8 3 −9.4 −6.9 20.8 −5.8
σ (deg) 0.14 0.12 0.56 0.41 1.19 0.34
RMSE (deg) 0.26 0.12 0.81 0.66 2.19 1.15

We emphasize that in these experiments, we plot the raw (or instantaneous) values re-
turned by the FPGA in each accumulation cycle of the correlation matrix (that is to say,
we did not use the moving average mentioned in Chapter 5). These results demonstrate the
effectiveness of our system under favorable conditions (synthetic sources at a short distance).

For completeness, panel (c) of Figures 6.2 and 6.3 displays the λ1/λ16 and λ2/λ16 criteria,
as described in Chapter 5. First, note that for the test with one source, λ1 is significantly
larger than λ2, whereas their values are more comparable for the test with two sources.
Additionally, there are instances where λ1

λ16
= 0 and/or λ2

λ16
= 0. As discussed in Chapter 5,

this occurs when λ1 ≈ λ16, indicating no detection. In such cases, the estimated DoA value
is unreliable and is therefore omitted.

6.2 Tests with cellphones

For these experiments, we conducted tests in three different locations. The first location is the
Astronomy Department, mentioned in Section 6.1. The second location is the Santa Martina
ranch, situated on a hill far from the city, with the nearest base station approximately 1000
meters away. The third location is the engineering campus of the Universidad de Chile,
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6.2. TESTS WITH CELLPHONES

which, in addition to its proximity to base stations, experiences significant contamination
from other mobile phones. We forced r = 1 for these tests and used the source number
criteria λ1/λ16 ≥ u1 and λ1/λ2 ≥ u2 mentioned in Chapter 5 to validate DoAs estimated
with each instantaneous correlation matrix. Also, since we encountered more deviation in
these cases due to the lower SNR, we applied the moving average discussed in Chapter 5.
For the moving average values to be considered as valid, we applied the W ≥ u3 criteria
mentioned in Chapter 5.

6.2.1 Astronomy Department

In these experiments, RadioVision was positioned at a height of approximately 1 m, and a
person making a phone call moved outside and inside the building at distances of 10–40 m for
310 seconds, as shown in Figure 6.4. To accurately determine the real DoAs of the person, we
recovered several control positions by reviewing the video recorded by RadioVision’s optical
camera. Unlike the experiments in Sections 6.2.2 and 6.2.3, the call was not restricted to a
specific band. Instead, we used a WOM phone, which primarily operates on AWS band 10
(at 1710–1770 MHz). The LO was set at 1700 MHz.

The results are shown in Figure 6.5. As observed, there are more outliers in the estimated
DoAs for this test. This is attributed to phone emissions from multiple people within the
building. We maintained a similar value for u1 compared to the previous tests, with u1 =
22 dB, and set u2 = 6 dB, as this threshold helps us discriminate whether there is one source
or more than one source. Note that for t > 280 seconds, the dispersion of the estimated
DoAs increases. This occurs because, at that moment, a car passes in front of RadioVision,
as illustrated in Figure 6.4. To give an estimated RMSE value, we considered all the values
adjacent to each actual position shown in Figure 6.5 within a 5-second window, obtaining
RMSEs of 2.82◦ and 3.68◦ for the horizontal and vertical axes, and a 2D RMSE of 4.63◦.

Cellphone

DoA Estimation

θx = θy = 0◦

t = 200 s
(−3◦, 8◦)

t = 145 s & 240 s
(16◦, 7◦)

Figure 6.4: Source placement in the astronomy department. The person was inside the building from t = 90 s
to t = 260 s. We highlight control points inside the building during this period, corresponding to specific
time stamps t = 145 s, t = 200 s, and t = 240 s. The car, shown in the figure, appeared at t > 280 s and
crossed in front of RadioVision.
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Figure 6.5: Averaged values of the test performed in the Astronomy Department. The experiment lasted
310 seconds, in which 9486 accumulation matrices were collected for DoA estimation. The person was inside
the building from t = 90 s to t = 260 s. (a) DoAs in the horizontal axis. (b) DoAs in the vertical axis. The
green areas correspond to the time instants for which W ≤ u3, where the detection is considered invalid.

passing through
trees (not visible)

Cellphone

DoA Estimation

θx = θy = 0◦

(a)

Behind Trees

θx = θy = 0◦

(b)

Figure 6.6: Source placement in Santa Martina ranch. (a) Example of the second test. (b) Trees blocking
the person in the third test.

6.2.2 Santa Martina ranch

In these experiments, RadioVision was positioned at a height of approximately 1 m, and a
person making a phone call moved across the field, as shown in Figure 6.6. The call was
forced to the 2 PCS band (at 1850— 1910 MHz) using a cellphone application, and therefore,
the LO was set to 1840 MHz.
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In this location, we conducted four tests. In the first test, the person making the phone
call remained stationary at coordinates (26◦, 2.2◦), positioned 80 meters away for 35 seconds.
In the second test, the person moved across the field at a distance of 80–100 meters for 175
seconds. Computer vision techniques were used to calculate the actual position of the person
(and therefore the source). It is important to note that part of the route involved passing
behind bushes, as shown in Figure 6.6(a). At those moments, the optical camera could not
capture the actual position. In the third test, the person remained stationary behind trees
(Figure 6.6(b)) at coordinates (31.3◦, 5.5◦), 120 meters away, for 26 seconds. In the fourth
test, the person was stationary at coordinates (−7.6◦, 2.2◦), approximately 180 meters away,
for 23 seconds, with no direct line of sight between RadioVision and the person. The results
of these tests are presented in Figures 6.7, 6.8, 6.9 and 6.10. For all these tests, we used
u1 = 18.5 dB and u2 = 4.5 dB. Compared to the values used in Section 6.2.1, we decreased
u1 since the source was further, and we decreased u2 because, in this case, there was no
interference from other phones.

The four tests’ mean, standard deviation and RMSE values are presented in Table 6.2.
The 2D RMSEs for the tests are 1.19◦, 1.78◦, 5.71◦ and 3.79◦, resulting in an overall 2D
RMSE of 3.12◦ across all tests. We observe an increment in error due to the lower SNR
when comparing to Table 6.1, but the error remains below 5 degrees. Note that the error
on the x-axis is more significant than the error on the y-axis in the first test because the x
angle is further from 0 in that case. Note also that the most significant error in the third
test occurred along the y axis, where the person was positioned behind the trees. While it
may seem logical to attribute this error to the presence of the trees, this is not the case, as
a similar error would be expected along the x axis, but it does not appear there. Therefore,
we hypothesize that the significant error in the third test results from a combination of two
factors: (1) the low SNR caused by the trees and (2) reflections from the ground, which were
discussed earlier in Section 6.1.

0 10 20 30
Time (s)

20

25

30

Φ
x

(d
eg

re
es

)

Real position

(a)

0 10 20 30
Time (s)

−5

0

5

10

Φ
y

(d
eg

re
es

)

Real position

(b)

Figure 6.7: Averaged values of the first test performed in the Santa Martina ranch. The experiment lasted 35
seconds, in which 1101 accumulation matrices were collected for DoA estimation. (a) DoAs in the horizontal
axis. (b) DoAs in the vertical axis.
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Figure 6.8: Averaged values of the second test performed in the Santa Martina ranch. The experiment
lasted 175 seconds, in which 5395 accumulation matrices were collected for DoA estimation. (a) DoAs in the
horizontal axis. (b) DoAs in the vertical axis. The green areas correspond to the time instants for which
W ≤ u3, where the detection is considered invalid.
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Figure 6.9: Averaged values of the third test performed in the Santa Martina ranch. The experiment lasted
26 seconds, in which 798 accumulation matrices were collected for DoA estimation. (a) DoAs in the horizontal
axis. (b) DoAs in the vertical axis. The green areas correspond to the time instants for which W ≤ u3, where
the detection is considered invalid.
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Figure 6.10: Averaged values of the fourth test performed in the Santa Martina ranch. The experiment
lasted 23 seconds, in which 730 accumulation matrices were collected for DoA estimation. (a) DoAs in the
horizontal axis. (b) DoAs in the vertical axis. The green areas correspond to the time instants for which
W ≤ u3, where the detection is considered invalid.

Table 6.2: Source-Receiver Distance (D), mean (µ), standard deviation (σ), and RMSE values for the
experiments shown in Figure 6.6.

Parameter D (m) Real DoA (deg) µ (deg) σ (deg) RMSE (deg)
Test 1, x 80 26 26.8 0.67 1.06
Test 1, y 80 2.2 2.1 0.53 0.53
Test 2, x 80–100 - - - 1.11
Test 2, y 80–100 - - - 1.39
Test 3, x 120 31.3 31.8 0.65 0.8
Test 3, y 120 5.5 0.1 1.75 5.65
Test 4, x 180 −7.6 −5.2 2.37 3.34
Test 4, y 180 2.2 3.7 1 1.79

6.2.3 Engineering Campus

We conducted the final tests on the engineering campus, which is not only close to several
base stations but also very busy, resulting in significant interference from other phones. For
these tests, RadioVision was positioned at a height of approximately 5 meters, and a person
making a phone call moved across the field of view, as shown in Figure 6.11. Due to the
presence of many people and the limited visibility of much of the route in the optical image,
we were unable to use computer vision techniques to track the source’s position accurately.
However, we recovered some control positions by reviewing the video footage.
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Figure 6.11: Source placement in the engineering campus.
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Figure 6.12: Averaged values of the experiment performed in the Engineering campus. The experiment
lasted 174 seconds, in which 5356 accumulation matrices were collected for DoA estimation. (a) DoAs in the
horizontal axis. (b) DoAs in the vertical axis. The green areas correspond to the time instants for which
W ≤ u3, where the detection is considered invalid.
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For this experiment, we used the cellphone application to force the call to the 10 AWS
band (at 1710— 1770 MHz), and therefore, the LO was set to 1700 MHz. The person making
the telephone call moved across the field at a 10–60 m distance for 174 seconds. The results
are shown in Figure 6.12. As can be seen, in this case, there are more outliers in the scatter
plot. This is due to phone emissions from multiple people on campus. For this reason, we
maintained a similar value of u1 compared to the previous tests; u1 = 18 dB, but we increased
u2 up to 6 dB. To give an estimated RMSE value, we considered all the values adjacent to
each actual position shown in Figure 6.12 within a 2-second window, obtaining RMSEs of
5.42◦ and 1.94◦ for the horizontal and vertical axes, and a 2D RMSE of 5.76◦. We used
a smaller window compared to Figure 6.5 due to the large number of outliers observed at
t = 66 s, t = 86 s, and t = 100 s. We attribute the higher error in the x axis to these outliers.
Note that in this experiment, the actual DoA on the y-axis is further from 0 compared to
all previous experiments due to the higher positioning of RadioVision. Hence, we expect a
greater error in the y-axis DoA estimation based on prior results. However, the y-axis RMSE
is only 1.94◦, comparable to previous experiments where the actual DoA was closer to 0.
Since we positioned RadioVision further from the ground in this test, reducing its exposure
to multipath reflections, we can hypothesize that the more significant y-axis errors in earlier
experiments were due to proximity to the ground.

In summary, the 2D error from the CW source tests is 1.27◦, while the 2D errors from
the telephone tests at the astronomy department, Santa Martina ranch, and the engineering
campus are 4.63◦, 3.12◦, and 5.76◦, respectively. This results in an overall 2D error of 3.7◦

across all experiments, which is lower than the 5◦ threshold mentioned in Chapter 1. We
conclude that RadioVision meets the objectives set for this thesis and demonstrates sufficient
precision for use in disaster scenarios and for phone confiscation in prisons.
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Chapter 7

Conclusions

We have developed a 2D receiver array operating in the 700-2600 MHz range for real-time
Direction of Arrival (DoA) estimation. Implementing the U-ESPRIT 2D algorithm in the
frequency domain, combined with an analog and digital system, has proven effective in miti-
gating common challenges associated with DoA estimation, such as interference from multiple
sources and the calibration of phase and amplitude imbalances.

Experimental results in various environments, including urban and rural settings, validate
the system’s ability to accurately estimate the DoA of radio frequency sources. The system
achieved a mean 2D squared error of 3.12◦ at 80–180 meters in rural environments, while
4.63◦ and 5.76◦ at 10–60 meters in more complex urban environments (Astronomy department
and Engineering campus, respectively). These results underscore the system’s potential for
practical applications requiring precise localization of RF sources in two angular dimensions.

RadioVision’s ability to process real-time data and overlay DoA markers onto optical
images provides an intuitive interface for its operation and future developments in DoA
estimation, radio spectrum awareness, and related applications. In particular, tests have
demonstrated that the device can locate phones in relevant environments successfully. These
results highlight the potential of RadioVision for use in disaster scenarios and for phone
confiscation in prisons.

Further Work

For future work, on the one hand, we propose several improvements in both software and
hardware, which are prioritized as follows:

z Implement reject-band filters after the RF amplifiers to eliminate the most problem-
atic base stations, which degrade RadioVision’s performance across all bands. This
enhancement could increase the dynamic range, extending the maximum detection dis-
tance.

z Migrate the Python code to C and implement it in the dedicated CPU of the ROACH-2,
increasing computational speed.
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On the other hand, considering the recent technological advancements, particularly the
development of RFSoC boards 1 that outperform the ROACH-2, a new version of RadioVi-
sion could be developed. This version would include 5 GSPS ADCs, a miniaturized digital
hardware design, and a more compact 2× 2 or 2× 4 antenna array, capable of locating up to
2 and 4 simultaneous signals, respectively. With this design, RadioVision would become even
more portable, and much of the analog receiver could be migrated to its digital counterpart.
Specifically, we could implement a downconverter with a fixed LO at 700 MHz, and with the
high 5 GSPS sampling rate, the system could digitize the entire 700–2600 MHz frequency
range.

1https://www.amd.com/es/corporate/university-program/aup-boards/rfsoc4x2.html
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Appendix A

Linear Algebra

A.1 The Four Fundamental Subspaces of a matrix A

Matrices and their structures are often best understood by analyzing their components:
column vectors and row vectors. Indeed, when we examine Ax or AX, we are essentially
observing linear combinations of the column vectors of A. Similarly, when we examine yTA
or YA, we are observing linear combinations of the row vectors of A.

There are four fundamental subspaces of a matrix that are related to the matrix’s columns
and rows, and they provide insight into the matrix’s rank, nullity, and the nature of solutions
to linear systems. They are defined as follows:

Definition A.1 The column space of a matrix A, denoted as C(A), is the set of all possible
linear combinations of its column vectors. That is to say, if A is an m× n complex matrix,
we define C(A) as

C(A) = {y ∈ Cm : y = Ax,x ∈ Cn} (A.1)

Definition A.2 The row space of a matrix A, denoted as R(A), is the set of all possible
linear combinations of its row vectors. That is to say, if A is an m× n complex matrix, we
define R(A) as

R(A) = C(AT ) = {y ∈ Cn : y = ATx,x ∈ Cm} (A.2)

Definition A.3 The null space of a matrix A, denoted as N (A), consists of all vectors x
such that Ax = 0. That is to say, if A is an m× n complex matrix, we define N (A) as
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N (A) = {x ∈ Cn : Ax = 0} (A.3)

Definition A.4 The left null space of a matrix A, denoted as N (AT ), consists of all vectors
y such that yTA = 0. That is to say, if A is an m×n complex matrix, we define N (AT ) as

N (AT ) = {y ∈ Cm : ATy = 0} (A.4)

As shown in Section 2.3.1, DoA estimation methods are fundamentally based on accurately
estimating the column space of a specific matrix A associated with the antenna array and
the DoAs. Given that the four fundamental subspaces of a matrix are interconnected and
collectively provide a complete characterization of the matrix A, it is crucial for this thesis to
have a solid understanding of all four fundamental subspaces. With this in mind, we list the
theorems used throughout this thesis. The proofs of these theorems can be found in [33, 34].

Theorem A.1 Let A and C be m×n and m×p matrices. Then C(C) ⊆ C(A) if and only if
C = AB for some n× p matrix B. If B is an n×n nonsingular matrix, then C(C) = C(A).

Theorem A.2 Let A and B be m×n and n×p matrices. Then N (B) ⊆ N (AB). If m = n
and A is an n× n nonsingular matrix, then N (B) = N (AB).

Theorem A.3 If A, B and C are matrices such that A and B have the same number of
rows, while A and C have the same number of columns, then

C([A B]) = C(A) + C(B)

N
([

A
C

])
= N (A) ∩N (C).

(A.5)

Theorem A.4 Let A = CR be a rank factorization, where A is an m× n matrix with rank
r, C is an m× r matrix with full column rank r, and R is an r×n matrix with full row rank
r. Then, C(A) = C(C).

Theorem A.5 Let A be an m × m nonsingular matrix and B an m × p matrix. Then
rank(AB) = rank(B).

Theorem A.6 Let A be an m × p matrix and B a p × p nonsingular matrix. Then
rank(AB) = rank(A).
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A.2. EIGENVALUES AND EIGENVECTORS

Theorem A.7 Let A and B be two matrices such that AB is defined. It follows that if
rank(AB) = rank(A), then C(AB) = C(A).

A.2 Eigenvalues and Eigenvectors

Almost all vectors change directions when multiplied by a n× n square matrix A. However,
specific exceptional vectors maintain their direction when subjected to this transformation.
These vectors are called eigenvectors, and they satisfy the equation

Ax = λx, (A.6)

were x 6= 0 is an eigenvector, and λ is a scalar known as the eigenvalue associated with x.
Note that if λ 6= 0, equation (A.6) implies that x = (1/λ)Ax, meaning that x ∈ C(A). On
the other hand, if λ = 0, then Ax = 0, indicating that x ∈ N (A).

Regarding the number of eigenvalues and eigenvectors, observe that (A.6) can be rewritten
as

(A− λI)x = 0. (A.7)

This implies that the matrix (A − λI) must be singular. Since singular matrices have a
determinant equal to 0, we obtain the characteristic equation

|A− λI| = 0. (A.8)

The expression |A − λI| is a polynomial of degree n in λ (see [33]), which has n roots.
These roots correspond to the eigenvalues of A. Therefore, A has exactly n eigenvalues.
However, the number of different eigenvectors can vary depending on the specific structure
of the matrix A, and could be less than n.

When there are n linearly independent eigenvectors {vi}n−1
i=0 associated with eigenvalues

{λi}n−1
i=0 , we have the following relationship:

A
[

v0 v1 ... vn−1

]
=
[

v0 v1 ... vn−1

]

λ0 0 ... 0
0 λ1 ... 0
...

...
. . .

...
0 0 ... λn−1

 , (A.9)

or equivalently,

A = VΛV−1, (A.10)
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where V =
[

v0 v1 ... vn−1

]
is the matrix whose columns are the eigenvectors, and

Λ is a diagonal matrix with (Λ)ii = λi. When (A.10) holds, the matrix A is said to be
diagonalizable.

Several fundamental theorems regarding eigendecomposition are employed throughout this
thesis. Below, we list the main theorems, with their detailed proofs available in [33, 34].

Theorem A.8 Let A be an n× n diagonalizable matrix of rank r. Then, there is an n× n
nonsingular matrix V and an r× r diagonal matrix Λr with nonzero diagonal elements such
that

A = V

[
Λr O
O O

]
V−1. (A.11)

Theorem A.9 If A and C are n×n similar matrices (i.e., there is an n×n matrix B such
that A = B−1CB), then A and C have the same eigenvalues.

Theorem A.10 Every real symmetric matrix S can be diagonalized:

S = QΛQT , (A.12)

where Q is an orthogonal matrix (i.e., QT = Q−1), and Λ is a diagonal matrix containing the
eigenvalues of S. Moreover, all the eigenvalues are real, and the eigenvectors corresponding
to different eigenvalues are orthonormal.

If S is complex but is also Hermitian (i.e., S = SH), then all eigenvalues are real and all
eigenvectors corresponding to different eigenvalues are orthonormal.
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Appendix B

Proof that A is not a vector space

Proof. To demonstrate that a(θ1) cannot be expressed as a linear combination of a(θ2) and
a(θ3), we proceed as follows.

Assume that there exist constants β and γ such that βa(θ2)+γa(θ3) = a(θ1). This implies

βa(θ2) + γa(θ3) = a(θ1)

⇒ β


1

e−j
2πd
λ

sin(θ2)

e−j
4πd
λ

sin(θ2)

...

e−j
(P−1)2πd

λ
sin(θ2)

+ γ


1

e−j
2πd
λ

sin(θ3)

e−j
4πd
λ

sin(θ3)

...

e−j
(P−1)2πd

λ
sin(θ3)

 =


1

e−j
2πd
λ

sin(θ1)

e−j
4πd
λ

sin(θ1)

...

e−j
(P−1)2πd

λ
sin(θ1)



⇔


1 1

e−j
2πd
λ

sin(θ2) e−j
2πd
λ

sin(θ3)

e−j
4πd
λ

sin(θ2) e−j
4πd
λ

sin(θ3)

...
...

e−j
(P−1)2πd

λ
sin(θ2) e−j

(P−1)2πd
λ

sin(θ3)


[
β
γ

]
=


1

e−j
2πd
λ

sin(θ1)

e−j
4πd
λ

sin(θ1)

...

e−j
(P−1)2πd

λ
sin(θ1)



(B.1)

Let us define a = e−j
2πd
λ

sin(θ1), b = e−j
2πd
λ

sin(θ2), and c = e−j
2πd
λ

sin(θ3). Then, substituting
into (B.1), we obtain the following system:


1 1
b c
b2 c2

...
...

bP−1 cP−1


[
β
γ

]
=


1
a
a2

...
aP−1

 (B.2)
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Now, focusing on the first four rows of the matrix and performing Gaussian elimination,
we aim to simplify the system. Through elimination, we arrive at the following reduced
system:


1 1
0 c− b
0 c2 − b2

0 c3 − b3

[ βγ
]

=


1

a− b
a2 − b2

a3 − b3



⇒


1 1
0 c− b
0 0
0 0

[ βγ
]

=


1

a− b
a2 − b2 − (a− b)(c+ b)

a3 − b3 − (a− b)(b2 + bc+ c2)

 =


1

a− b
(a− b)(a+ 2b+ c)

(a− b)(a2 + ab+ b2)− (a− b)(b2 + bc+ c2)



=


1

a− b
a2 − b2 − (a− b)(c+ b)

a3 − b3 − (a− b)(b2 + bc+ c2)

 =


1

a− b
(a− b)(a+ 2b+ c)
(a− c)(a+ b+ c)


(B.3)

From the last two equations of (B.3), it must be true that

[
(a− b)(a+ 2b+ c) = 0

(a− c)(a+ b+ c)

]
=

[
0
0

]
(B.4)

Finally, since the antenna array is constructed without phase ambiguities (d < λ/2), it is
impossible for a−b = 0 or a−c = 0. From this, it follows that a+2b+c = 0 and a+b+c = 0.
Solving these equations leads to the conclusion that b = 0. which is a contradiction because
b = e−j

2πd
λ

sin(θ2) 6= 0. This contradiction demonstrates that there are no constants β and γ
such that βa(θ2) + γa(θ3) = a(θ1), reinforcing the fact that the array manifold A is not a
vector space.
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Appendix C

Radiation Pattern Effect in
Narrowband Signals

Let us consider one of the r signals of Section 3.1 impinging in the (p, q)-th antenna, as
written in (C.1):

xpq(t) ≈ u(t) cos (ω0(t− τpq) + v(t)), (C.1)

where τpq is the propagation delay between the (p, q)-th antenna and the array’s center. The
Fourier transform of xpq(t) is given by

Xpq(ω) =
1

2

∫ ∞
−∞

u(t)(ei(ω0t−ω0τpq+v(t)) + e−i(ω0t−ω0τpq+v(t)))e−iωtdt

=
1

2
e−iω0τpq

∫ ∞
−∞

(u(t)eiv(t))e−i(ω−ω0)tdt+
1

2
eiω0τpq

∫ ∞
−∞

(u(t)e−iv(t))e−i(ω+ω0)tdt.

(C.2)

If we define U(ω) as the Fourier transform of u(t)eiv(t), we can express (C.2) as

Xpq(ω) =
1

2
e−iω0τpqU(ω − ω0) +

1

2
eiω0τpqU∗(−(ω + ω0)). (C.3)

Considering that for the direction of arrival of the signal the radiation pattern of all antennas
has the same response Γ(ω)eiϕ(ω), we can write the Fourier transform of the signal received
by the (p, q)-th antenna as

Ypq(ω) = Xpq(ω)Γ(ω)eiϕ(ω), (C.4)
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where Γ(ω) is an even function and ϕ(ω) is an odd function (since the radiation pattern is
a physical phenomenon and hence a real function). With all this, the signal received by the
(p, q)-th antenna is given by

ypq(t) =
1

2π

∫ ∞
−∞

Xpq(ω)Γ(ω)eiϕ(ω)eiωtdω

=
1

2
e−iω0τpq × 1

2π

∫ ∞
−∞

U(ω − ω0)Γ(ω)eiϕ(ω)eiωtdω

+
1

2
eiω0τpq × 1

2π

∫ ∞
−∞

U∗(−(ω + ω0))Γ(ω)eiϕ(ω)eiωtdω

(C.5)

Since the signals we consider in this development are narrowband, we can approximate
U(ω) ≈ 0 outside the range ω ∈ [−∆,∆]. Therefore, the limits of the integrals of (C.5)
change to ±ω0 ±∆, giving

ypq(t) =
1

2
e−iω0τpq × 1

2π

∫ ω0+∆

ω0−∆

U(ω − ω0)Γ(ω)eiϕ(ω)eiωtdω

+
1

2
eiω0τpq × 1

2π

∫ −ω0+∆

−ω0−∆

U∗(−(ω + ω0))Γ(ω)eiϕ(ω)eiωtdω

(C.6)

Finally, if we consider the change of variables ω′ = −ω in the second integral and remember
that Γ(ω) = Γ(−ω) and ϕ(ω) = −ϕ(−ω), we obtain

ypq(t) =
1

2
e−iω0τpq × 1

2π

∫ ω0+∆

ω0−∆

U(ω − ω0)Γ(ω)eiϕ(ω)eiωtdω

+
1

2
eiω0τpq × 1

2π

∫ ω0+∆

ω0−∆

U∗(ω′ − ω0) Γ(−ω′)︸ ︷︷ ︸
Γ(ω′)

e−iϕ(ω
′)︷ ︸︸ ︷

eiϕ(−ω′) e−iω
′tdω′

=
1

2
e−iω0τpqξ(t) +

1

2
eiω0τpqξ∗(t)

= R(e−iω0τpqξ(t))

= R(e−iω0τpqρ(t)eiσ(t))

= ρ(t) cos (σ(t)− ω0τpq),

(C.7)

where ξ(t) is a narrowband signal centered around ω0.
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Receiver Effect in Narrowband Signals

Upon entering the receiver, as depicted in Figure 4.1, each signal ypq(t) undergoes the same
amplification, mixing, and filtering chain. However, due to potential irregularities arising
from imperfections in the components, solder joints, and the relative positions of each com-
ponent with respect to other chains and the metal walls of the assembly, differences in
amplitude and phase must be considered at the end of each chain.

To develop the mathematical model, we assume that the first capacitor and the amplifiers
do nothing more than introduce changes in amplitude and phase in all the chains (ideally,
the same for all). Then, following the same procedure shown in Appendix C, we can write
the signal after the first capacitor and amplifier as

ȳpq(t) = ρ̄pq(t) cos (σ̄pq(t)− ω0τpq), (D.1)

where ρ̄pq(t) and σ̄pq(t) are analogous to the functions derived in Appendix C, but now vary
for each receiver chain due to amplitude and phase imbalances.

When the signals reach the mixers, each ȳpq(t) is multiplied by cos (ωLOt) (assuming an
ideal mixer), where ωLO is the local oscillator angular frequency. Hence, the output of the
(p, q)-th mixer is

¯̄ypq(t) = ȳpq(t) cos (ωLOt)

= ρ̄pq(t) cos (σ̄pq(t)− ω0τpq) cos (ωLOt)

=
ρ̄pq(t)

2
(cos (σ̄pq(t) + ωLOt− ω0τpq) + cos (σ̄pq(t)− ωLOt− ω0τpq))

(D.2)

and after passing through the low-pass filter, we can write

zpq(t) = ρ̄pq(t) cos (σ̄pq(t)− ωLOt− ω0τpq), (D.3)
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where ρ̄pq(t) and σ̄pq(t) have absorbed the 1
2

factor, along with any amplitude and phase
imbalances.

Finally, notice that, since σ̄pq(t) is centered around the carrier frequency ω0, we have that
σ̄pq(t)/t − ωLO ≥ 0 if the LO is set in such a way that the upper sideband is taken, and
σ̄pq(t)/t− ωLO ≤ 0 if the lower sideband is considered 1. Hence, we can write

zpq(t) =

{
ρ̄pq(t) cos (|σ̄pq(t)/t− ωLO|t− ω0τpq) , if the upper sideband is considered
ρ̄pq(t) cos (|σ̄pq(t)/t− ωLO|t+ ω0τpq) , if the lower sideband is considered

(D.4)

Alternatively, we can rewrite this expression as

zpq(t) =

{
1
2
e−iω0τpqχpq(t) + 1

2
eiω0τpqχ∗pq(t) , if the upper sideband is considered

1
2
eiω0τpqχpq(t) + 1

2
e−iω0τpqχ∗pq(t) , if the lower sideband is considered

(D.5)

where χpq represent signals centered around |ω0 − ωLO|.

1This argument should be interpreted intuitively and not analytically. The argument is only strictly valid
when σ̄pq(t) = ω0t.
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